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Abstract

Whether bank failures have adverse effects on lecahomies is an important question for
which there is conflicting and relatively scarcedence. In this study, | use county-level data to
examine the effect of bank failures and resolutiams local economies. Using quasi-
experimental techniques as well as cross-sectiargtion in bank failures, | show that recent
bank failures were followed by significantly lowarcome and compensation growth, higher
poverty rates, and lower employment. Additionallyind that the structure of bank resolution
appears to be important. Resolutions that incllads-sharing agreements tend to be less
deleterious to local economies, supporting theamotinat the importance of bank failure to local
economies stems from banking and credit relatiggsskinally, | show that markets with more
inter-bank competition are more strongly affectgdbnk failure.
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1. Introduction

A salient feature of the 2007-2009 recession wasspike in bank failures nationwide.
Although the poor economic environment during timse undoubtedly caused many of these
failures, there is also the possibility of feedbaltkm bank failure to poor economic
performance. Disruption of banking and credit tietsships engendered by bank failure may
lead to broader economic effects of interest tacgolakers, regulators, and other stakeholders.
In this paper, | examine county-level responsdsattk failures that occurred in 2008, 2009, and
2010 to show that bank failure is in fact assodatéth subsequent negative economic

outcomes, such as lower employment and income frowt

There are several mechanisms by which bank failoes lead to economic disruptions
within the affected community. One of the most owonly cited potential disruptions is the
interruption of banking relationships. The speaiature of relationship banking can lead to
increased credit provision and/or more favorabhelileg terms. Because a banking relationship
cannot be easily replaced, the failure of a bak émgages in relationship lending can lead to
worse economic outcomes. A second potential dignus more direct: banks employ workers
that may find themselves out of work subsequerthé&ofailure of their company. Finally, a
failing bank may leave local depositors and craditeith losses, reducing spending as a result of

a wealth effect.

Alternatively, there are reasons to doubt thegaes of meaningful local ramifications of
bank failure. First, FDIC deposit insurance dracadlty reduces the likelihood that local

depositors and creditors will lose assets as dtreka bank failure. Second, the most common

! As in Berger (1999), special conditions that chaaze relationship banking include the confidaitiformation
that the intermediary accumulates and the lengtima over which this information is gathered. B¢2000)
provides a good summary of the value of relatiom§i@inking.



method of failed bank resolution is purchase ambmagtion, in which a healthy bank may
purchase some or all of the assets of the failedk lamd assumes some or all of the liabilities.
This method of resolving failed banks can leadetwdr branch closures and staff reductions than
would otherwise occur. Finally, technology and edgdation may have erased geographic
boundaries, resulting in national competition fbe tprovision of financial services and/or

reduced bank dependence more generally.

Unfortunately, previous studies of the local effecf bank failure are relatively scarce,
focus on prior episodes of bank failure, are reddyi limited in scope, and are somewhat
conflicting. In this study, | examine a broaderagrof outcome variables than previous studies,
use a data set that comprises almost every countiie United States, and employ several
empirical strategies to test the importance of llbeak failures in the current regulatory regime
and financial landscape. Importantly, each of eirqli strategies used attempts to address the
endogeneity of bank failure with respect to the ntgdevel growth trajectory. The results
provide three main insights: First, | add to thedewce supporting the existence of local
economic effects from bank failufeSecond, | present results that are consistehttié notion
that the effects of bank failure work through drans to banking and credit relationships.
Finally, 1 help shed light on a theoretical disptggarding the effect of interbank competition on
relationship lending. My results suggest that cetiipn serves to increase the incidence of

relationship lending.

The remainder of this paper is organized as fatoWhe second section of this paper

briefly reviews the relevant literature. The thsdction describes the data, while the fourth

2 Although | considered the possibility of differesffects from thrift and bank failures, | found yesimilar results
and will therefore not differentiate between the types of institutions in the empirics. As a ftgdwse the term
“bank” to refer to both commercial banks and tlrtfiroughout.



section presents the econometric methodology asdltseof the various strategies used to

identify potential effects of bank failure. Thedi section concludes.

2. Related Literature

There have been many notable studies that suffgestmportance of bank failure to
economic activity for relatively large economic ase For instance, at the national level,
Bernanke (1983) and Grossman (1993) present ewedinat bank failures can have significant
deleterious effects on future economic activityn al study that is somewhat more specific in
geographic scope, Calomiris, Hubbard, and StocB7{l%emonstrate the negative effects of
farm bank failures on state farm income. Althoutjese studies do not focus on local
economies, the findings may lead one to expect damger effects may be present in the
communities in which the failing banks are locatedn the other hand, these studies focus on
time periods that predate two important changesst,Rmportant technological changes may
have altered the nature of financial intermediatiothe United States. Secondly, the FDIC was
either non-existent (Bernanke, 1983; Grossman, 1808perating in different ways (Calomiris

et al., 1987) during the time period covered bygéhstudies.

At a much more local level, Gilbert and Kochin 8989 test whether bank failures in rural
counties in Kansas, Nebraska, and Oklahoma areiat=®h with depressed economic activity.
Gilbert and Kochin find evidence that local bankuiees negatively affect sales, but achieve
more mixed results for employment. Notably, théhats show that the effects appear to be
strongest when a failed bank is closed and ligeulatAlthough this result could arise if the
method of resolution is endogenous to the projedtedre economic prospects of a local

economy (which seems plausible), the result is istet® with the theory that relationship



lending is important for credit provision since aksgion by closure is likely to be most
disruptive to banking relationships. On the othend, Clair, O'Driscoll, and Yeats (1994) apply
the Gilbert and Kochin methodology to Texas counted conclude that bank closures do not
cause a decline in retail sales or employment. éd@w the authors do find some evidence that

failures are associated with lower economic agtivitmetropolitan areas.

Finally, Ashcraft (2005) provides a very clevesttef the effect of bank failure during the
savings and loan crisis by taking advantage of matural experiments in Texas in which the
FDIC failed “healthy” banks due to problems withosigdiaries of the same multi-bank holding
companies. By considering these healthy-bankrisluAshcraft can identify bank failures that
are not the result of the economic performance @odpects of the community in which the
bank operates. As a result, by demonstratingittkebletween healthy-bank failures and negative
economic outcomes, Ashcraft's study provides pestthp best empirical evidence that bank-
specific relationships are special. While it felthat more traditional bank failures would also
cause a contraction of economic activity, Ashcpafints out that the ability to draw inferences
about traditional bank failures from this aspechisf study is limited. However, the same study
does provide some additional evidence that is stersi with negative economic consequences

of more typical bank failures as well.

3. Data

3 Although Gilbert and Kochin (1989) did not includetropolitan areas in their study, Clair, O’'Drikcand Yeats
(1994) provided results for a sample of only rdrakas counties for a more direct comparison. Akhgidescribed
in later sections of this paper, the distinctiobnmen rural and metropolitan counties may be imgrdanivhen
considering the potential effects of bank failunel aas such, offers an explanation of the Clail.etesults.



To measure the effects of bank and thrift failundacal economic conditions, | begin by
taking each county in the 48 contiguous U.S. stasea separate observatforn general, | then
proceed by (1) identifying counties affected by thdure of a financial institution within each
county for a given date, and (2) measuring subsgqgaeonomic outcomes. Although the
purview of an individual branch may extend beyondrgty lines, previous studies suggest that
physical proximity to a bank is a highly importatgterminant in the establishment of a bank-
customer relationship (Whitehead, 1982; Hannan,11@8derman, 2008). Additionally, | do
not require that the banking market for any indiabbranch is defined as a county; | only
require that a bank is most engaged with the imatediommunity in which it operates (and as
such, the incidence of any potential disruptiobamking relationships as a result of bank failure
would fall most heavily on the area nearest thekparFurthermore, the primary goal of this
paper is to assess the effects of bank failurehercommunities in which they operate, and as

such, | choose the most local unit of observatiaailable.

First, | compile bank-level information for eachuoty. Using the FDIC’'s Summary of
Deposits, | aggregate branch-level data by banlke&wh county, which allows me to compute
total county-wide deposits and a Herfindahl-Hirsemmindex (HHI) to measure market
concentratior. Merging these data with the FDIC’s Failed BanktLi identify the number of
failed banks and the deposits held at these ifistisi in each county for each year. | am also
able to determine other information regarding #ikife, such as whether the resolution involved
an acquirer, and where a failed banks’ main offigss located. In addition, by reading FDIC

press releases, | determine whether banks thairadga failed institution entered into a loss-

* | exclude Alaska and Hawaii because of changinmodefinitions.

® Although several methods can be used by bankssigrmdeposits to a particular branch, common nusthised
for retail accounts include assigning the branctidsest proximity to the account holder’s addi@sassigning the
branch where the deposit account is most activeutimed in the Summary of Deposits Reportingrunsions.



sharing agreement with the FDIC. Under loss-slgagigreements, acquiring institutions (rather
than the FDIC) take delivery of loans and otheetssf the failing institution, which increases
both the incentives and opportunity for the acegrbank to establish relationships with those
customers whose loans it will then hold and serviEmally, | use FDIC certificate numbers to
import bank-level capital and liquidity ratios frothe Call Reports. As a result, | am able to

compute the capital adequacy and liquidity posgtiohthe banks in each courity.

Second, | collect demographic and economic chaiatits for each county-year
observation. The majority of the variables ardemtéd from the Bureau of Economic Analysis
Local Areas and Personal Income and EmploymenesabAlternative data sources were used
for educational attainment (U.S. Census Bureauyepy estimates (U.S. Census Bureau),
unemployment rates (Bureau of Labor Statisticsyalrurban continuum codes (Economic
Research Service, U.S. Department of Agricultua@y house price indexes (Federal Housing
Finance Agency, FHFA)AIl data except house price indexes are availablide county level
and were matched using the unique Federal Infoomafirocessing Standard (FIPS) cdde.
FHFA all-transaction house price indexes are alhldor each Metropolitan Statistical Area
(MSA) and statewide for all non-MSA locations. Maihg MSAs to FIPS codes, | assign the
MSA house price index to each county within an M8Ad the appropriate statewide non-MSA
house price index to all other counties. Theltesnd conclusions reported below are robust to

excluding house price growth, or using county-lepedxies for house price growth, such as

® Given the finding in Cole and White (2012) thatrooercial real estate (CRE) investments predictex fmilure
during the period covered in this study, | includ&]E lending ratios as robustness checks to thidtsegported
below. Although often significant with the expettggn, the results were very similar to those regabbelow. |
also considered the extent of non-performing Ideid by banks, but, conditional on other contriblgjas not
necessary to include this in the regressions.

" Independent cities in Virginia with a populatiohl@ss than 100,000 were combined with adjacennties using
weighted averages constructed using populatiomastis where appropriate.



growth in construction employment or growth in cangation of individuals in the real estate

sector.

A subset of the data used is summarized in Tabl€hk first set of variables presents the
mean and standard deviation for eight economicamus that will be used to characterize
county-level performance in response to a bankiil As indicated in the table, the outcomes
comprise measures of per-capita income, total eynpémit, compensation growth, and rates of
unemployment and poverty. Since the first yeawimch these outcomes are assessed is 2009,
2008 values are not reported. A notable featuréhefeconomic outcomes is the very poor
performance in 2009—a year into which the natiomaigicession continued. Although perhaps
similarly expected, an additional item of note e tsubstantial amount of variation across

counties.

The second set of variables details several colenwsl-banking statistics compiled from
the Summary of Deposits and the Call Reports. average HHI as measured by deposits is
reported, and is very stable throughout the santplemetropolitan counties (as determined by
the Office of Management and Budget by applyingybajon and worker commuting criteria)
have noticeably lower HHIs than do rural counfieShe fourth and fifth rows of the county-
level banking statistics report, respectively, theerage tier 1 capital ratio of the least-well
capitalized bank in each county and the liquidagia (total securities divided by assets) of the

most illiquid bank operating in each county.

The final group of statistics in Table 1 containformation on bank failures, reporting

the number of bank failures each year as reporjethé FDIC and the number of individual

8 For additional information on the metro/non-mattassification, see Hines, et. al. (1975). Tantifg
metropolitan counties, | use codes 1-3 of the frurbhn continuum code classification scheme maiethby the
USDA Economic Research Service mentioned above.



counties that had at least one bank failure. Algiothe number of failed institutions in 2008
was rather low, large branch networks yielded alpigthigher number of county-level failures
when compared with later years. The final row he table reports the mean and standard
deviation of the ratio of failed bank deposits &wgonal income in each county, conditional on a
bank failure occurring within the county. The geaghical distribution of bank failures for each

year is portrayed in Figure 1.

4. Methods and Results

4.1 Propensity Score Matching

As a first test of the effects of bank failurembtch counties that experienced a bank
failure in a given year with those that did notusing propensity score matching. Conditional
on a sufficient set of observables, this methodplagempts to skirt endogeneity concerns
through the construction of a pseudo-experimenivinmch the set of “control” counties have
similar demographics, banking sector health, ecanostructure, and recent economic
performance. Comparing the outcomes of the coranal treatment groups, it is possible to
determine the size and significance of the so-ddléverage treatment effect on the treated”

(ATT) counties. More formally, the ATT is defined:

ATT =E(Y, - Y, |F =1) (1)

wherey is the outcome of interest with subscripts indiogitthe presence (1) or absence (0) of
treatment, and is an indicator that identifies failure within awdy. ThusE(yo | F = 1) is the
unobserved counterfactual mean outcome for thosaties in which a bank failure occurred.
Given conditions outlined in Rosenbaum and Rubi@88), the propensity score matching

estimator for the ATT can generally be written as:



ATT™ =E(y,|F =1,PrF = 1K )rE §, F= O,PR = 1f | )

In other words, the PSM estimator is the averafferdnce in outcomes appropriately weighted

by the propensity score distribution of county-wizbnk failure, P = 1 |x).

To generate propensity scores for each countgéh gear, | estimate a standard probit to

predict failure in yeat conditional on county-level covariates at the efhthe previous year:

Pr(F, =1)=® (6%, ) 3)

wherex; is a vector of potential predictors of failure fretfollowing calendar year for county
Table 2 reports the results of the probit regressiosed to estimate equation (3) and match
treated and untreated counties for each year.eparted in the second-to-last row of the table,
requiring a common support for propensity scoressactreated and untreated counties slightly
reduces the number of county-level failures eliltd be matched with propensity score
methods. However, comparing the figures with Tablshows that only twelve counties that
witnessed a bank failure over the entire sampledespped as a result of requiring a common

support.

Table 3 demonstrates the relative success of #itehing algorithm by comparing the
outcomes of the probit estimated on the matcheduantatched samples. As shown in the top
two rows, although nearly all of the conditioningriables are markedly different between the
treated and untreated counties before matchingri®mpned, almost all are equal across treated
and untreated counties after the counties are mdtdbased on their propensity scores.

Similarly, the standardized mean absolute biagrtegd in rows three and four, also shows that



the sample means between treated and untreatetiesoare very similar after matching occiirs.

The final rows demonstrate that the ability of gnebit regression to explain failure deteriorates
dramatically when the sample includes only thosenties that are matched according to the
propensity score. In total, these after-matchiatamcing tests indicate that the covariates are

very similar in the matched sample, which incredkedikelihood of unbiased treatment effects.

In order to estimate the effects of bank failurecounty-level performance, | measure
average treatment effects for the year subseqadatltire. | choose this temporal difference for
three reasons: First, data limitations prevent mwenftesting treatment effects at a higher
frequency. Second, Gilbert and Kochin (1989) siiwat effects related to bank failure may take
up to a year to manifest. Finally, measuring tffecés of bank failure in the year after the
failure occurs helps capture longer-term effectarathan higher-frequency deviations that may

be transitory.

The results of the propensity score matching eéserare presented in Table 4. In
general, the results show that in the year follgnenbank failure, counties with bank failures
experienced slower income, employment, and compiensgrowth while also seeing a higher
incidence of county-wide poverty. At the countydk the effect of a bank failure can be rather
meaningful. A notable example is the ATT of -2.083%6 per capita income (excluding transfer
payments) following 2008 failures. The size ofstlieatment effect implies that a 2008 bank
failure led to a drop of nearly $700 in the peritamcome (ex-transfers) for the residents of the
average county in the following year. Similaniging the median nonfarm employment of the

treated counties in each year, the point estimaitése ATT imply that bank failure led to the

° As in Rosenbaum and Rubin (1985), the standardieecent bias is the percent difference of the $amgans
between the treated and untreated counties acarpage of the square root of the average of timpleavariances
of the two groups.

10



county-wide loss of 588, 161, and 137 jobs in 2A®10, and 2011, respectively. Although
these effects are not insubstantial in total, Hatively limited number of counties witnessing a

bank failure between 2008 and 2010 restrains theeggte macroeconomic effect.

Some additional patterns evident in the resuktsgmted in Table 4 are worth noting. For
instance, the results show that the estimated A&3 greater for 2008 failures than other years.
This feature of the results could potentially beansequence of the types of counties that
experienced a bank failure in 2008, the timing aflbfailures (nearly all of the failures in 2008
occurred in the second half of the year, while béailures were more evenly distributed in
subsequent years), or differences in the type ablugion structured by the FDIC (a
consideration | will address in more detail belowAn additional explanation may be that a
larger proportion of those counties that withesséxdnk failure in 2008 also experienced a bank
failure in the next year—a possible explanatiort thauld lend credence to the conclusion that
bank failure contributes to worse economic perfaroea Of course, none of these explanations
are mutually exclusive and may all contribute irmsodegree to the more extreme results

associated with the 2008 failures.

Another interesting feature of the results is destiated by examining the effect of
removing the finance sector from total employment ger capita compensation growth.
Particularly for compensation growth, the finaneetser performs poorly enough to weigh down
county-level economic indicators. Thus, sinceric@sector employment and compensation fall
subsequent to bank failure, it appears that treesnioperative “direct channel” through which

bank failure affects local economic performance.

11



As a final exercise, | examine the differenceseaconomic outcomes in the second
calendar year after failure occurs in a given cpuritable 5 presents the results of this exercise,
and confirms the conclusion that bank failures tiegly affect future economic performance.
In addition, both of the patterns noted above—mdramatic effects associated with 2008
failures and the poorer performance of the finaseetor—persist. In general, it appears that
economic effects two years after failure are sonatvemaller than those in the year following

failure.

As an alternative to the propensity score matcmeghod described above, | estimate
ordinary least squares regressions for each yeag ysopensity scores from equation (3) to
reweight all of the variables for the untreated rd@s. This method—described in Nichols
(2007) and the references therein—aims to achigniasity between the treated and untreated
counties’ observable characteristics, and will gatee approximately equal means for each
variable across the two groups. Including a faildummy in this reweighted OLS regression
can then be considered an estimate of the ATT. rébelts of this exercise are reported in Table
6 for one-year ahead outcomes and Table 7 for mésotwo years ahead, and confirm the

results and conclusions detailed above.

4.2 Cross-Sectional Differences in Structure of FlEd Bank Resolution

As a second test of the importance of bank faililmelocal economies, | examine
differences in the terms of resolution selectedtly FDIC. Although the overwhelming
majority of bank failures since 2008 have beencstmed as a purchase and assumption (P&A)
transaction (in which another institution purchgsas or all of a failed bank and assumes part or

all of the liabilities), the details of the P&A @@ment may increase the likelihood that the

12



acquiring institution will develop a relationshipitiv the borrowers obtained from the failing
bank!® One candidate for this type of resolution is lthes-sharing P&A transaction, which the
FDIC developed in 1991, near the end of the savangs loan crisis. Under a loss-sharing
agreement, the FDIC does not take failed bank sgséd receivership or sell them to an
acquiring institution at a steeply discounted pribat rather agrees to share in future losses
experienced by the acquirer on the pool of asséts.a result, the banking relationships are
preserved since the same institution is providiagt@mer service on the loans and housing the
deposits of the failed institution. Loss-sharensi@ctions also prohibit an acquiring institution
from selling the acquired loans for a certain perad time, and must seek FDIC approval after
this time period has elapsed. Furthermore, thehasing bank is required to implement a
mortgage loan modification program aimed to keeptgage borrowers in their homes (this
feature of the loss-share P&A may have been edpeerortant during the years following the
covered by this study). Finally, loss-share tratisas commonly include small business loans,
which have been described as “high-powered loaHsih¢ock and Wilcox, 1998) because of

their relatively large dollar-for-dollar effect @tonomic activity.

In order to test the differential effect of resauas that include loss-sharing agreements, |

estimate panel regressions of the form:

Yo Sa+ PR +0X T+ & 4)

wherey is one of the eight outcome variables describefravious sectiond; is a vector of

failure dummies that indicate whether a loss-slgpagreement was part of the resolution of a

19 Although it would be possible to compare P&A trartions to no-acquirer transactions (such as $iraigposit
payoffs), | choose not to do this for two reasoBssides the clear endogeneity issues (which qoatientially be
dealt with), no-acquirer resolutions accountedgfeery small fraction—around 5 percent—of failedba
resolutions between 2008 and 2010.

13



failed bank in county at timet, andx is a vector of controls that includes populatioovgh, the
share of manufacturing employment, the share obtcoction employment in the county in
2007, and the share of the population with at lsaste college. Finally is a vector of time
fixed effects, and is the composite error term. Resolution that idetliloss-sharing agreements

took place in approximately 60 percent of counitieshich a failure occurred.

Table 8 presents the results for each of the emflitcome variables. The initial
specification, labeled (1), includes only a dumnariable that takes a value of one when a
failure of any type has occurred in a given coun@§onditional on the controls, the sign and
significance is as one would expect given the tesafl the previous section. Decomposing the
failure dummy in order to differentiate between dhofailures that included a loss-sharing
agreement, the second column under each outcomablardemonstrates the relatively
beneficial effect of an FDIC loss-share. Espegiétir income growth and employment, the
point estimates are consistent with less-damagfferte from failures that included a loss-
sharing arrangement. The third column below eagheddent variable reports an identical
specification for a sample that includes only thogenties that witnessed a failure at some point
between 2008 and 2010. While the results are stvaieweaker, there is strong evidence that

income growth is higher in counties that benefifteth a loss-sharing agreement.

Although it appears that an FDIC loss share malp hmitigate poor outcomes,
endogeneity could be present if banks submittirds dor failed institutions are reluctant to
accept a loss-sharing agreement in counties tHabawe worse economic performance in the

future (additionally, banks would need to be ablad¢curately forecast outcomes conditional on

14



X)."* To allow for this possibility, | estimate a trernt effect model (Maddala, 1983) for only
those counties that experienced a failure, in whith continuous outcome variables are
regressed on a set of independent variabdesrfd a binary, potentially endogenous, dummy

variable,z

Y, =a+57+0X +gx +& (5)

2= W+ (6)

In equation (5), the independent variables ares#ime as in equation (4), while the exogenous
covariates in equation (6) include year dummies |aly of the HHI, and the lag of the failed

deposits as a share of the total.

The fourth column beneath the outcome variabl@aisle 8 presents the results of the
treatment effects regression. The point estimfatesach outcome variable except the poverty
rate confirm that loss sharing is related to beitegcomes for those counties that experienced

failure. As before, this association is most emntda the income and employment statistics.

In total, these results support the view that beaikires can have important effects on
local economies, and that the disruption of bankielgtionships is a likely channel through

which these effects are transmitted.

1 Even if banks are able to forecast future econgraiormance, there are many reasons one mightehqss-
sharing agreements to be exogenous to future peafoce. For example, there could be personal oekttips
among senior officers and executives, there mayelmeral shifts in risk tolerance that determinesairangements
acquiring banks are willing to accept, and the toneesources to conduct due diligence may vaiyICF
considerations may impact the likelihood of a Iskare as well. For instance, the FDIC may be dichity
immediate cash availability, the amount of assetd im liquidation, and staffing levels.

15



4.3 Cross-Sectional Differences in the Importancef @ank Failure

For a final test of the importance of bank failurexploit the variation in the importance
of a bank failure to each county. Although dirgatieasuring the value of banks’ relationship
lending is very difficult, it is possible to constt a measure of banks’ integration with a local
economy. Specifically, | measure the importance déiled institution to a given county by
totaling failed banks' county-wide deposits, andnmadizing this amount by total personal
income in the full calendar year prior to faildfelf bank failures are important for economic
activity and the extent of banking relationshipsrespond to deposit penetration within a
county, this measure should be able to predicewdffces in subsequent economic performance.
Furthermore, while the observation of a bank failoray be endogenous to a county’s growth
trajectory, it is more difficult to argue that tsbare of failed deposits suffers from the same
endogeneity concern since relatively few countiesegssed multiple bank failures. Thus, |

estimate the effect of the share of failed depasiag regressions of the following general form:
Yi S+ LSt 0%t @t ()

_ Failed Deposits _,
Personal Income_,

wheres, _ 8

1

The vector of controlg, is identical to that in previous section, andudes population growth,
the share of manufacturing employment, the shap$truction employment in the county in

2007, and the share of the population that has teeeollege.

12 Normalizing failed deposits by alternate measwsesh as population or total county-wide depogitdds
identical conclusions to those reported below.
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The first column beneath each outcome variabl@able 9 reports the coefficient of
interest,f, from the estimation of equation (7). Althoughddlthe point estimates indicate that
economic performance is worse as the amount adaleposits increases, statistical significance

is generally marginal.

However, there can be multiple factors that affeetextent to which relationship lending
occurs, which will in turn affect the significanoé a bank failure to a local economy. One
potentially important factor in the formation oflagonship lending, as discussed by Boot
(2000), is the level of competition faced by finghcintermediaries. If the amount of
competition faced by banks impacts relationshiglieg in an important way, then failing to
control for competition in equation (7) will confod the results. Interestingly, whether elevated
interbank competition facilitates relationship lemg remains an open question in the theory.
Petersen and Rajan (1995) argue that one impopemefit of relationship lending is that it
permits short-term unprofitable lending if a bardnaexpect a profitable arrangement over the
course of its relationship with a borrower. Thilg intertemporal sharing of surpluses between
borrowers and lenders may be an important congidaréor a lender that must decide whether
or not to incur costs associated with establislanglationship. In Petersen and Rajan’s model,
increased competition lowers a bank’s expectatiat it will be able to share in the future
surplus of the borrower. Because the bank maybeaoable to realize robust profits on future
loans to the borrower, banks are less willing tbsslize borrowers over the short term, and
relationship lending will suffer. Conversely, Bawotd Thakor (2000) develop a model in which
higher competition camcrease the optimal amount of relationship lending forank. In their
model, Boot and Thakor differentiate between retathip lending and “transaction” lending,

which involves generic “arm’s length” loans that dot depend upon a relationship. Since

17



relationship lending is a differentiated produtistcan help insulate banks from simple price
competition. As a result, the authors demonstizeé interbank competition produces a greater
incentive to shift to relationship lending thateéss vulnerable to competition. Thus, in contrast
to Petersen and Rajan’s model, banks are prediotetigage in more transaction lending and

less relationship lending in uncompetitive markets.

Hence, the question of how increased competititects the incidence of relationship
lending is an empirical matter. In order to tésstl include the interaction of failed deposits
with the HHI in equation (7) to allow for the pdsiity that the effect of failed deposits on
economic activity varies with market concentratiohhe results in columns two and three of
Table 9 are reported for, respectively, the futhple and only those counties that experienced a
bank failure during the sample period. The resaflésconsistent across samples and show that a
higher share of failed deposits precedes poorenau performance. Conversely, the
coefficient on the interaction of failed depositgue with the HHI takes the opposite sign in all
cases, indicating that more concentrated (less ettive) markets experience less harmful

consequences as a result of bank failure.

As a robustness check, Table 10 reports reswlis & full specification that includes the
loss-sharing dummies in the failed deposit shageessions. The results in column one (full
sample) and column two (only those counties thaeagnced a bank failure) produce similar

results to those reported above.

In total, the results presented in Tables 9 andsiiOw that bank failure is more
detrimental to counties with greater competitidh(as suggested by the results of the previous

section) an important channel through which barlkras impact local economies is through the
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loss of credit and banking relationships, the cesion that more competitive markets are more
affected by bank failure supports the Boot and ©®ha{000) model. Of course, other
explanations of this result are possible. For epamif businesses in counties with less
competitive banking markets are less bank dependenilar results would be achieved. This
explanation seems unlikely, however, since aredls mbre concentrated banking markets tend
to be more rural. Another potential explanationhaf results is that banks in more concentrated
markets tend to transact with households and bss#&se well outside of their proximate
community. As before, though, this explanatioruigikely since rural banks are more even
more likely than their metropolitan counterpartsttansact with borrowers in the immediate
vicinity. Ultimately, the effect of interbank comiition on relationship lending as described in

Boot and Thakor (2000) is a promising explanatmnmtlie results presented above.

5. Conclusion

If bank failures sever important ties with borrosv¢hat are costly to replace, credit
allocation could suffer and worse economic perfarceacould follow. If, on the other hand,
relationship lending is not very important or bartkirelationships are easily replaced, a bank
failure may not be very damaging to the local ecoypon which it occurs. In this paper, |
document underperformance in local economies tleet e economically meaningful in
magnitude using three separate strategies. Fkissg a quasi-experimental propensity score
matching technique, | show that bank failures tbeturred between 2008 and 2010 had
measurable effects on future economic performaelzive to “control” counties that had very
similar growth patterns, demographics, economiacsire, and banking-sector health in the year
prior to failure. Second, | demonstrate that défeces in economic performance can arise as a

result of differences in resolution agreements betwthe FDIC and institutions acquiring failed
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banks. Specifically, the inclusion of a loss-shgragreement—which improves the incentives
and opportunity of the acquiring institution to ééyp a relationship with the borrowers of the
failed bank—improves economic performance vis-af&ikires that do not include loss-sharing
arrangements. Importantly, this result is achiewbén accounting for the potential endogeneity
of the presence of a loss-share in a resolutioeesgent. Finally, | show that the “importance”
of a bank failure—as measured by county-wide fadledosits as a share of personal income—is
correlated with future economic performance whemtrodling for the extent of bank

competition.

These findings suggest three main conclusionst, Riiere is important feedback from
bank failure to local economic performance. Sec¢dhd evidence presented in this paper is
consistent with the notion that the disruption ahking and credit relationships is an important
channel through which bank failures affect econop@adormance. Finally, | present empirical
results that support the theoretical contentioh tiiare competitive banking markets can serve to

increase the amount of relationship lending thakbaptimally pursue.
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Figure 1 — Geographic distribution of bank failuresby year (2008-2010)
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Table 1 — County-level summary statistics by year

Summary statistics are reported for measures af@uniz performance, county-wide banking charactesstand
bank failures (including thrifts). Averages ar@aged with standard deviations in parenthesesptxice bank
failure statistics, which are reported as countsmwho associated standard deviation is preser@edwth rates are
calculated over calendar years as indicated.

Calendar Yee

2008 2009 2010 2011
County-level Economic Outcomes
Per Capita Income Growth (%) -- -3.41 3.49 6.41
(5.72) (4.54) (6.41)
Per Capita Inc. Growth, Ex-Transfer Payments (%) -- 7.58 2.98 7.81
(6.66) (5.81) (7.93)
Total Employment Growth, Ex-Farm (%) -- -2.52 0.65 0.96
(3.31) (4.21) (2.58)
Total Employment Growth, Ex-Farm/Finance (%) - -3.19 0.05 0.84
(3.01) (3.10) (2.43)
Per Capita Total Compensation Growth (%) - -2.55 1.88 3.68
(5.81) (4.49) (5.71)
Per Capita Total Comp. Growth, Ex-Finance (%) -- 92.8 1.81 3.44
(5.41) (4.18) (5.09)
Unemployment Rate, % change - 57.57 2.68 -6.56
(25.04) (10.53) (7.52)
Poverty Rate, % chan - 7.81 4.0¢ 3.2¢

(11.26) (11.64) (10.90)
County-level Banking Statistics

HHI 0.32 0.32 0.32 -
(0.22) (0.21) (0.21)
HHI (Metro County) 0.23 0.23 0.23 -
(0.16) (0.16) (0.16)
HHI (Rural County) 0.36 0.36 0.36 --
(0.22) (0.22) (0.22)
Lowest Tier 1 Capital Ratio in County (%) 8.53 8.66 3. -
(2.81) (3.19) (3.38)
Lowest Liquidity Ratio in County (%) 8.41 8.60 9.03 --
(7.50) (7.64) (7.66)
Bank Failure Statistics
Bank Failures 25 140 157 --
Counties with a Bank Failure 235 321 307 --
Metro Counties with a Bank Failure 187 225 196 --
Rural Counties with a Bank Failure 48 96 111 --
County Failed Deposits-to-Income (%) 3.87 5.20 6.15 -
(9.59) (9.05) (10.83)

& Failed deposits divided by personal income is riggbeconditional on bank failure.
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Table 2 — Matching regression results by year of flure

Separate probit regressions estimated to attaipepity scores are reported in each column. Ascated,
matching is performed separately for failures thetur in each calendar year from 2008-2010. Thahau of
observations available for each regression mayebe than the 3,079 counties in the sample as # odsdata
reporting limitations. Statistical significancep*< 0.10, ** p < 0.05, *** p < 0.01.

Dependent Variak
2008 Failure 2009 Failure 2010 Failure
Urban Code -0.17%* -0.07*** -0.03*
(0.03) (0.02) (0.02)
Unemployment, 0.22%% 0.06*** 0.01
(0.04) (0.02) (0.02)
Manufacturing Employment Shate -3.23%* -0.87 -0.41
(1.07) (0.62) (0.72)
Per Capita Transfer Paymant$ 10" -0.19 0.64* -0.12
(0.46) (0.35) (0.35)
Share of pop. with at least Some College 0.03*+* @.00 0.02%+*
(0.01) (0.01) (0.00)
2001-2007 Per Capita Income Growth -0.02%** -- --
(0.01) - -
2001-2007 Per Capita Transfer Payments -0.01* .01* .020*
(0.01) (0.00) (0.00)
2001-2007 Employment Growth 0.01** 0.01** 0.02%*
(0.00) (0.00) (0.00)
Per Capita Income * 10" 0.16** 0.22%** --
(0.07) (0.06) -
Minimum Tier 1 Capitak -5.87 -17.04*** -15.43***
(4.41) (3.57) (1.57)
Minimum Liqudity Ratia.q -6.42%* -4.32%** -5.67%*
(1.27) (0.86) (0.93)
House Price Growthos - t-1 0.02%+* -0.01** -0.01 %
(0.00) (0.00) (0.00)
Per Capita Total Compensatigori 10" -- 0.08** -
- (0.04) -
2001-2007 Population Growth -- 0.02%+* -0.01
- (0.01) (0.01)
Population Growth -- -- -0.14%+*
- - (0.04)
Poverty Rate 0.03** - -
(0.01) - -
Observations 2,773 2,925 2,757
Counties with a failure (conmon support) 231 319 301
Pseudo R-squared 0.39 0.22 0.26
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Table 3 — Balancing statistics for the matching algrithm by year

Matching is performed with a probit regression inieth the dependent variable is a dummy that takesdue of one
if at least one failure occurred within a county tiee indicated year (see Table 2). The unmatshetple compares
the treated counties to all untreated countiesafa@iven year, while the matched sample comparesréated
counties with their matched counterparts only. aBaing statistics include (1) the number of cowoditig
(matching) variables used in the probit that haiffernt sample means, (2) the mean absolute biathe
conditioning variables (see footnote seven in tlannext), and (3) the pseudo r-squared from tlbipregression.

Year of failure within county:

2008 2009 2010

Nunber of matching variables with different
means at 1% level for:

Unmatched sample 11 of 13 10 of 13 11 of 12

Matched sample 10of13 0 of 13 Oof 12
Mean absolute bias of matching variables for:

Unmatched sample 68.3% 51.1% 53.6%

Matched sample 11.8% 7.2% 5.7%
Pseudo R’ in probit regression for:

Unmatched sample 0.39 0.22 0.26

Matched sample 0.03 0.01 0.00
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Table 4 — Propensity score matching results: Averagtreatment effect for the treated
(ATT) counties for the year after failure

Values for the ATT reported using a local lineagression matching estimator. Abadie and Imbens 200
heteroskedasticity-consistent analytical standamkr® are reported in parentheses. The numbeeafed counties

in each year may be less than the number repart@dhle 1 as a result of data reporting limitatiand the use of a
common propensity score support to achieve a mdtsaenple. The minimum Rosenbaum bound reports the
minimum level of hidden bias that produce upper lamer bound estimates of significance levels thelude zero
(see Rosenbaum, 2002). Statistical significange<*0.10, ** p < 0.05, *** p < 0.01.

Average Treatment Effect for the Treated in the rYie@lowing Failure

Per Capita Income
Growth, Ex-Transfer
Payments (%)

Total Employment
Growth, Ex-
Farm/Finance (%)

Per Capita Income
Growth (%)

Total Employment
Growth, Ex-Farm (%)

. -1.43%* -2.02%+* -0.50%* -0.54%*
2008 Failures: (0.30) (0.33) (0.11) (0.11)
Treated Counties 231 231 231 230
Min. Rosenbaum Bound 2.3 >3.0 1.6 1.7
2009 Eailures: -0.10 -0.27%* -0.32%+* -0.20%*
(0.09) (0.11) (0.07) (0.07)
Treated Counties 319 319 319 315
Min. Rosenbaum Bound 1.0 1.1 1.6 1.2
2010 Failures: -0.04 -0.06 -0.25%* -0.22%*
(0.09) (0.11) (0.08) (0.07)
Treated Counties 301 301 301 290
Min. Rosenbaum Bound 1.8 1.8 1.4 1.3

Average Treatment Effect for the Treated in the Pviealowing Failure - cont'd

Per Capita Total
Compensation Growth Compensation Growth,

Per Capita Total

Unemployment Rate,
% change

Poverty Rate,
% change

(%) Ex-Finance (%)
. -1.00%+* -0.83*** 0.11 1.40%*
2008 Failures:

(0.20) (0.21) (1.09) (0.63)

Treated Counties 231 230 231 231

Min. Rosenbaum Bound 1.9 1.6 1.0 1.0
2009 Failures: -0.3g+ -0.24% 1.69 0.94%
(0.12) (0.12) (0.31) (0.41)

Treated Counties 319 315 319 319

Min. Rosenbaum Bound 1.3 1.1 1.4 1.0
2010 Failures: -0.56™ -0.45+ 0.44% 1.06==
(0.12) (0.11) (0.23) (0.41)

Treated Counties 301 290 301 301

Min. Rosenbaum Bound 1.7 1.7 1.1 1.0
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Table 5 — Propensity score matching results: Averagtreatment effect for the treated

(ATT) counties two years after failure

Values for the ATT reported using a local lineagression matching estimator. Abadie and Imbens 200
heteroskedasticity-consistent analytical standamkr® are reported in parentheses. The numbeeafed counties
in each year may be less than the number repart@dhle 1 as a result of data reporting limitatiand the use of a
common propensity score support to achieve a mdtshaeple.
minimum level of hidden bias that produce upper lamer bound estimates of significance levels thelude zero
(see Rosenbaum, 2002). Statistical significange<*0.10, ** p < 0.05, *** p < 0.01.

The minimum Rosenbaum bound reports the

Average Treatment Effect for the Treated in theoBdcYrear Following Failure

Per Capita Income

Per Capita |
er-aptta income Total Employment

Total Employment

Growth, Ex-Transfer Growth, Ex-
0 ! _ 0 )
Growth (%) Payments (%) Growth, Ex-Farm (%) Farm/Finance (%)
. -0.83** -1.17%* -0.57%* -0.58%**
2008 Failures:
' (0.11) (0.13) (0.13) (0.12)
Treated Counties 231 231 231 230
Min. Rosenbaum Bound 2.0 2.2 2.1 1.9
2009 Failures: -0.49%* -0.50%** -0.29%* -0.26%**
(0.08) (0.10) (0.06) (0.07)
Treated Counties 319 319 319 312
Min. Rosenbaum Bound 2.0 1.8 1.6 15

Average Treatment Effect for the Treated in theoBdcYear Following Failure - cont'd

Per Capita Total

Compensation GrowthCompensation Growth,

Per Capita Total

Unemployment Rate,

Poverty Rate,

0, 0,
%) Ex-Finance (%) % change % change
. -1.26%* -1.17%* 1.26%* -0.21
2008 Failures:

' (0.28) (0.29) (0.37) (0.82)

Treated Counties 231 230 231 231

Min. Rosenbaum Bound 2.9 2.7 1.3 1.0

2009 Failures: -0.56%* -0.41%* 1.14%* 0.06
(0.12) (0.13) (0.21) (0.44)

Treated Counties 319 312 319 319

Min. Rosenbaum Bound 1.7 1.5 1.4 1.0
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Table 6 — OLS estimates with weighted covariates:erage treatment effect for the treated
(ATT) counties for the year after failure

Coefficients from regressions of indicated outcoragables on a failure dummy are reported belowaddition to
a failure indicator, each regression contains #tetcontrols outlined in Table 2. Each of thatcol variables for
non-treated counties is reweighted using the prsiperscore odds as a weight. The number of obfensa
available for each regression may be less thaB,0%9 counties in the sample each year as a mfsddtta reporting
limitations. White heteroskedasticity-consistetdnslard errors are reported in parentheses. Thesdt of

coefficient estimates is reported in an earliersiar of this paper, and is available from the autimon request.
Statistical significance: * p < 0.10, ** p < 0.05* p < 0.01.

Dependent Variable (Year Following Failure)

Per Capita Income
Growth, Ex-Transfer

Total Employment

Per Capita Income Growth, Ex-

Growth (%)

Total Employment
Growth, Ex-Farm (%)

Payments (%)

Farm/Finance (%)

. -1.19%* -1.46%* -0.13 -0.22

2008 Failure Dummy: 0.27) (0.34) (0.18) 0.17)

Observations 2,773 2,773 2,773 2,502

R-squared 0.45 0.28 0.21 0.19
2009 Failure Dummy -0.02 -0.14 011 -0.04

(0.16) (0.19) (0.12) (0.12)

Observations 2,925 2,925 2,925 2,575

R-squared 0.06 0.09 0.08 0.07
2010 Failure Dummy 0.03 0.0 -0.30™ -0.20™

(0.20) (0.25) (0.12) (0.09)

Observations 2,757 2,757 2,757 2,447

R-squared 0.36 0.35 0.26 0.20

Dependent Variable (Year Following Failure) - cont'

Per Capita Total Per Capita Total

. . Unemployment Rate,
Compensation Growth Compensation Growth, Py

Poverty Rate,

% change

% change

(%) Ex-Finance (%)

. -0.62** -0.57* 0.93 1.51

2008 Failure D :
aiure bummy (0.30) (0.28) (1.26) (L01)
Observations 2,773 2,502 2,773 2,773
R-squared 0.21 0.19 0.35 0.14
2009 Failure Dummy -0.28 -0.16 167 0.98
(0.18) (0.17) (0.49) (0.76)
Observations 2,925 2,574 2,925 2,925
R-squared 0.10 0.10 0.20 0.07
2010 Failure Dummy -0.77%* -0.52%+* 0.51 1.79%
(0.23) (0.19) (0.39) (0.79)
Observations 2,757 2,447 2,757 2,757
R-squared 0.11 0.11 0.28 0.13
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Table 7 — OLS estimates with weighted covariates:erage treatment effect for the treated
(ATT) counties two years after failure

Coefficients from regressions of indicated outcoragables on a failure dummy are reported belowaddition to
a failure indicator, each regression contains #tetcontrols outlined in Table 2. Each of thatcol variables for
non-treated counties is reweighted using the prsiperscore odds as a weight. The number of obfensa
available for each regression may be less thaB,0%9 counties in the sample each year as a mfsddtta reporting
limitations. White heteroskedasticity-consistetdnslard errors are reported in parentheses. Thesdt of

coefficient estimates is reported in an earliersiar of this paper, and is available from the autlfmon request.
Statistical significance: * p < 0.10, ** p < 0.05* p < 0.01.

Dependent Variable (Second Year Foliowing Failure)

Per Capita Income
Growth, Ex-Transfer
Payments (%)

Total Employment
Growth, Ex-
Farm/Finance (%)

Total Employment
Growth, Ex-Farm (%)

Per Capita Income
Growth (%)

) -0.63*** -0.87%* -0.12 -0.25*

2008 Failure Dummy: (0.19) (0.23) (0.25) (0.16)
Observations 2,773 2,773 2,773 2,485
R-squared 0.13 0.18 0.15 0.12

2009 Failure Dummy -0.31™ -0.34% -0.15 -0.14
(0.16) (0.21) (0.10) (0.10)

Observations 2,925 2,925 2,925 2,542
R-squared 0.20 0.18 0.17 0.13

Dependent Variable (Second Year Following Failarednt'd

Per Capita Total Per Capita Total
) . Unemployment Rate, Poverty Rate,
Compensation Growth Compensation Growth,
) % change % change
(%) Ex-Finance (%)
- Kkk | *kk Kk

2008 Failure Dummy: 0.78 0.71 1.14 0.80
(0.27) (0.28) (0.53) (1.07)
Observations 2,773 2,485 2,773 2,773
R-squared 0.12 0.12 0.26 0.06
2009 Failure Dummy -0.38™ -0.24 1127 "0.22
(0.18) (0.19) (0.35) (0.73)
Observations 2,925 2,542 2,925 2,925
R-sgquared 0.07 0.04 0.16 0.04
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Table 8 — Panel regression results: Loss-sharing egments

Columns indicate alternate sample restrictions spetifications as follows: (1) and (2) entire saamB) only counties that experienced a bank failluiring
the sample, and (4) treatment effect regressiohfmse counties that experienced a bank failurenguhe sample. The number of observations availtdy
each regression may draw from less than the 3,0ufties in the sample each year as a result ofrdptating limitations. Repressed independentaideis
include the following lagged terms: population gtbwhe share of manufacturing employment, theesb&ipopulation that has attended college, andliage
of construction employment at the beginning of tbeession. Unreported dummy variables include glearmies and an indicator for a metrocenter within
county. The full set of coefficient estimatesaported in an earlier version of this paper, aravilable from the author upon request. Statiksgnificance:
*p <0.10, * p < 0.05, ** p < 0.01.

Dependent Variable

Per Capita Income Per Capita Income Growth, Ex-Trans Total Employment Growth, Total Employment Growth,
Growth (%) Payments (%) Ex-Farm (%) Ex-Farm/Finance (%)
@ (@) (©) 4 (@) (@) ) &) (@) (@) (©) &) @ (@) (©) ()
Fail Dummy.1 -0.67* - - - -0.98%** - - - -0.18** - - - -0.08 - - -
(0.13) - - - (0.16) - - - (0.07) - - - 0.07) - - -
Loss Sharing Dummy - -0.32%*  0.64** 0.80** - -0.75%* 0.70%* (.81** - -0.17 *  0.03 0.22* - -0.06 0.12  0.35*
- (0.16) (0.16) (0.17) - (0.19) (0.19) (0.21) - (0.08)  (0.09)(0.13) - (0.08) (0.08) (0.11)
No Loss Sharing Dumnay - -1.35%**  -0.49** - - -1.42% -0.58** - - -0.22*  -0.00 - - -0.13 0.05 -
- (0.21)  (0.23) - - (0.24)  (0.26) - - (0.12) (0.13) - - 0.12) .18 -
Observations 7,911 7,911 2,112 2,112 7,911 7,911 2,112 2,112 7,911 79111222 2112 7,182 7,182 2,034 2,034
R-squared 0.46 0.46 0.65 - 0.59 0.59 0.74 - 0.29 0.29 0.41 - 0.35 0.35 .490 -
P-value of coeff. equality - 0.00 0.00 - - 0.01 0.00 - -- 0.68 0.82 - - 0.56 0.66 -
P-value of indep. egns. -- -- -- 0.17 -- - -- 0.58 -- -- - 0.01 -- - -- 0.00
Dependent Variable
Per Capita Total Compensation  Per Capita Total Compensation Growth, Unemployment Rate, Poverty Rate,
Growth (%) Ex-Finance (%) % change % change
(€] (@) (©) 4 (@) (@) (€] 4 () @] (©) )] (€] (@) (€] 4
Fail Dummy.1 -0.437* - - - -0.31* - - - 0.38 - - - 1.85%* - - -
(0.13) - - - (0.13) - - - (0.41) - - - (0.40) - - -
Loss Sharing Dummy - -0.45**  -0.02 0.29 - -0.427+  0.02 0.30* - 0.46 -0.40 -0.82 - 1.93%*  1.06* 1.37*
- (0.14) (0.15) (0.19) - (0.14) (0.14) (0.18) - (0.36)  (0.42)(0.67) - (0.48) (0.62) (0.72)
No Loss Sharing Dummy - -0.40*  -0.09 - - -0.11 0.05 - - 0.22 -2.05* - - 1.68**  -0.30 -
- (0.21) (0.22) - - (0.21) (0.22) - - (0.92) (1.06) - - (0.72) .89 -
Observations 7911 7911 2,112 2,112 7,183 7,183 2,034 2,034 7911 79111122 2112 7911 7911 2,112 2,112
R-squared 0.27 0.27 0.44 - 0.29 0.29 0.45 - 0.79 0.79 0.86 - 0.05 0.05 .07 0 --
P-value of coeff. equality -- 0.82 0.78 -- -- 0.20 0.89 -- -- 0.80 0.10 -- - 0.77 0.14 --
P-value of indep. egns. -- -- -- 0.01 -- -- -- 0.00 -- -- -- 0.28 -- -- -- 0.42

32



Table 9 — Panel Regression results: Failed deposds a share of personal income

Columns indicate alternate sample restrictions gpetifications as follows: (1) and (2) entire sampind (3) only counties that experienced a baitlréa
during the sample. The number of observationdatai for each regression may draw from less than3t079 counties in the sample each year as i oésu
data reporting limitations. Repressed independanables include the following lagged terms: pepioin growth, the share of manufacturing employmtre
share of population that has attended college tlamdhare of construction employment at the begmofi the recession. Unreported dummy variablekide
year dummies and an indicator for a metrocenteniwithe county. The full set of coefficient estiemis reported in an earlier version of this papad is

available from the author upon request. Statik$igmificance: * p < 0.10, ** p < 0.05, ** p < 01.

Dependent Variable

Per Capita Income Growth (%) Per Capita Income Growth, Ex- Total Employment Growth, Ex-

Total Employment Growth,

Transfer Payments (%) Farm (%) Ex-Farm/Finance (%)
@ @ (©) @ (@) (©) @ @ (©)] @) (@) (©)
Failed Deposits Share -0.33  -9.30**  -3.52* -0.97 -12.657* -4.20 -0.96  -4.19%* -4.34%* -1.00 -3.27* -2.55
(2.22) (1.81) (2.19) (2.85) (2.18) (2.67) (0.84) (0.96) 08. (0.69) (1.53) (1.65)
Failed Dep. Share * Hkl{ - 22.14%* 14,95 - 28.82%**  18.23** - 7.967*  10.54%= - 7.45% 6.62
- (3.10) (4.22) - (4.08) (5.53) - (1.46) (1.68) - (4.38) (4.93
Observations 7,911 7911 2,112 7,911 7,911 2,112 7911 7911 2,112 7,182,1827 2,034
R-sguared 0.46 0.46 0.65 0.59 0.59 0.74 0.29 0.29 0.42 0.35 0.35 0.49
Dependent Variable
Per Capita Total Compensation Per Capita Total Compensation Unemployment Rate, Poverty Rate,
Growth (%) Growth, Ex-Finance (%) % change % change
(@) (&) (©) (€] (@) (©) (©) 2 3 (©) (&) (©)
Failed Deposits Shate -1.11  -10.43®* -8.50%*  -2.77%*  -4.14* -2.22 171 10.43* 5.15 8.73  23.34** 15.42*
(2.46) (1.92) (2.15) (1.07) (2.19) (2.16) (3.60) (4.83) 86. (6.15) (8.86) (9.61)
Failed Dep. Share * HKl{ - 22.96%+*  22.34%* - 4.48 3.08 - -21.52*  -13.11 - -36.04** -25.87*
- (4.13) (4.38) - (6.73) (6.09) - (9.60) (12.20) - (10.75) @)
Observations 7,911 7,911 2,112 7,182 7,182 2,034 7911 7911 2,112 79119117 2112
R-sguared 0.27 0.27 0.45 0.29 0.29 0.45 0.79 0.79 0.85 0.05 0.05 0.07
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Table 10 — Panel Regression results: Combined spication (Loss-sharing and Failed
Deposits as a share of personal income)

Columns indicate alternate sample restrictionsspatifications as follows: (1) entire sample, a?dohly counties
that experienced a bank failure during the samflbe number of observations available for eachession may
draw from less than the 3,079 counties in the sarepth year as a result of data reporting limiatioThe p-value
of coefficient equality is reported for the nullgothesis that the coefficients on the “Loss Shabmgnmy” and the
“No Loss Sharing Dummy” are equal.
population growth, the share of manufacturing emplent, the share of population that has attendédgen and
the share of construction employment at the begmof the recession. Unreported dummy variablekide year
dummies and an indicator for a metrocenter withmd¢ounty. The full set of coefficient estimatesdported in an
earlier version of this paper, and is availablerfrine author upon request. Statistical signifieariqp < 0.10, ** p

< 0.05, *** p < 0.01.

Repressed iaddpnt variables include the following lagged terms

Per Capita Income

Dependent Variable

Per Capita Income

Total Employment

Total Employment

Growth (%) Growth, Ex-Transfer Growth, Growth,
Payments (%) Ex-Farm (%) Ex-Farm/Finance (%)
) ) €] 2 @) &) 1) 2
Failed Deposits Share -5.35%*  -6.00%* -6.02** -6.76** -3.58%* -5 14%* -3.31% * -4.07**
(2.15) (2.14) (2.68) (2.66) (1.04) (1.04) (1.64) (1.70)
Failed Dep. Share * H|  17.87**  18.23** 21.23%*  21.66%* 7.3 11470 7.50 * 9.23*
(3.94) (4.04) (5.37) (5.38) (1.512) (1.58) (4.47) (4.82)
Loss Sharing Dummy -0.27* 0.72% -0.71%* Q.78 -0.07 0.16* 0.03 0.22**
(0.16) (0.16) (0.19) (0.19) (0.09) (0.09) (0.09) (0.09)
No Loss Sharing Dummay  -1.35%*  -0.47* -1.44%  -0.57* -0.16 0.08 -0.06 0.13
(0.22) (0.29) (0.24) (0.27) (0.12) (0.13) (0.12) (0.13)
Observations 7,911 2,112 7,911 2,112 7911 2,112 7,182 2,034
R-squared 0.46 0.66 0.59 0.74 0.29 0.42 0.35 0.49
P-value of coeff. equality 0.00 0.00 0.01 0.00 0.50 0.58 0.48 0.55

Per Capita Total
Compensation

Dependent Variable

Per Capita Total

Compensation Growth,

Unemployment Rate,

Poverty Rate,

Growth (%) Ex-Finance (%) % change % change
@ 2 @ (@) @) (@) (©) (@)

Failed Deposits Share -8.655%* -9 26%* -1.98 -3.27 8.88* 12.02** 11.57 13.59

(2.27) (2.31) (2.36) (2.37) (5.33) (5.61) (10.89) (11.01)
Failed Dep. Share * H|l  20.80**  23.29** 0.78 4.89 -19.63* -20.62* -22.01* -23.33

(4.62) (4.39) (6.59) (6.28) (10.15) (10.75) (12.87) (12.94
Loss Sharing Dummy -0.26* 0.17 -0.32* 0.13 0.24 -0.79* 1.59%* 0.62

(0.16) (0.16) (0.16) (0.16) (0.412) (0.48) (0.58) (0.69)
No Loss Sharing Dummy  -0.29 0.01 -0.03 0.14 0.09 -2.33* 1.46* -0.61

(0.21) (0.23) (0.21) (0.23) (0.93) (1.07) (0.79) (0.89)
Observations 7,911 2,112 7,182 2,034 7911 2,122 7,911 2,112
R-squared 0.27 0.45 0.29 0.45 0.79 0.84 0.05 0.07
P-value of coeff. equality 0.91 0.51 0.23 0.97 0.88 0.12 0.88 0.18
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