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that adhered more closely to this business strategg an estimated 13 percentage points more likely
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the estimated traditional bank survival advantgger@ximately doubled during the 2006-2012 crisis
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1. Introduction

The global financial crisis of 2007-2009 resultadsevere financial distress, insolvency, and
in some cases government bailout, for thousantarfing companies in Europe and the US. Looking
back at this episode, research has focused nealysévely on the question “What went wrong?” The
conclusions of these studies—on the causes of imsokvency, illiquidity, and systemic risk—have
helped shape reforms in bank regulation aimed ditciag the likelihood of similar episodes in the
future. This is a logical and well-worn approaemd it mirrors the ways that researchers and
policymakers have proceeded in the wake of previmunking crises. But this is also an incomplete
approach. Rather than focusing only on “What wenoing?” and then prescribing policies that attempt
to prevent banks from repeating those mistakes, matyalso attempt to identify “What went right?”
and then encourage banks to embrace those pgsiticdces?

On its surface, the financial crisis provided aiddidl support for the conventional narrative
that small commercial banking companies are dingssdestined for extinction from banking markets.
Of the 521 US banks that have failed or requiracegament financial assistance since 2007, 502 were
small, so-called ‘community banks’ with assets kxss $10 billiort. This is consistent with a secular
decline in the population of community banks ptethe financial crisis. Between 1984 and 200&, th
number of community banks in the US declined byhby half, caused by bank failures, bank mergers
and acquisitions, and bank holding company reorgioins.

Nevertheless, approximately six thousand commubigyking organizations remain in
operation in the US (FDIC 2012). What went right these banks? In this study, we focus on the
business models used by US community banks, crdiffierentiating banks that exhibit ‘traditional’
banking characteristics from banks that do not. tidm test whether community banks that used a
more traditional banking approach—that is, banlkd tklied primarily on relationship lending, core

deposit funding, balance sheet and other traditi@uarces of revenue, and physical branch

! Data from the Federal Deposit Insurance Corpanatiebsite {www.FDIC.goy) for January 2008 through April
2015. The reported result is based on the brofdititen of a community bank that we use in thiadst, which
includes banks with less than $10 billion in assB@sed on a more conservative asset size thcbeh$?® billion,
477 of the 521 failed banks were community banks.
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distribution—have been more or less likely to suevihan other community banks, both through good
economic times and bad economic times.

Our investigation is in the spirit of Stigler's @&) survivorship concept, in which a researcher
allows the natural outcomes from competitive markeates reveal successful and unsuccessful business
practices. The approach is simple and straightdoiw A bank is identified as a ‘survivor’ if, die
end of some measured time period, it is still ofyega The survivorship concept makes no distingdio
among the various avenues that a bank might usettthe market, because all avenues of exit irtdica
that a bank either did not or could not survivétsown. A financial failure (i.e., a bank thasdppears
due to insolvency or illiquidity) is treated no féifently than a strategic failure (i.e., a bankttha
disappears as the target in a merger, acquisitidrolding company reorganization). We apply this
concept to a large dataset of US commercial baatsden 1997 and 2012. We observe which banks
survived during the relatively strong 1997-2006 remnic climate; which banks survived during the
more stressful 2006-2012 economic climate; and testwhether banks that used traditional banking
business models exhibited especially strong oraasibeweak survivorship through either or both of
these time periods.

Because our objective is to determine whether taditional banking business model is a
survivable model, we exclude from our analysis Isatfilat are either too small or too large to fully
capture the strategic advantages of traditionakibpgn We limit our focus to banks with between 850
million and $10 billion of assets (2006 dollar§revious research suggests that banks with asssts |
than $500 million face a competitive disadvantaggardless of their business model; they are todl sma
to survive in truly competitive markets becauseytleave a substantial portion of available scale
economies unexploited (DeYoung 2013a). At theroéixéreme, a bank can be too large to profitably
establish and maintain the person-to-person relstips with depositors and borrowers that are akentr
to the traditional banking business model. Theneoi extant research on the size at which bankg usi
the traditional banking model begin to encountesedbnomies of scale; researchers and regulatoes hav
for many decades simply used $1 billion of asse® @onvenient upper bound for defining community
banks. We expand this upper bound to $10 billmadcount both for inflation and for technological

advances (e.g., cell phones, the Internet) that lemhanced banks’ abilities to maintain person-to-
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person contact at longer distances (Berger and Dey @006 We employ standard data selection
protocols in our statistical tests to control foryaias that may result from our ex ante decismn t
restrict the sizes of the banks included in outhaig

We define a bank as ‘traditional’ if it falls withithe $500 million to $10 billion of assets size
range and has higher-than-median values for tHréeedollowing four variables: Relationship loans
to-assets; core deposits-to-assets; branchesatsassd the percentage of its operating revenues
generated from traditional banking products angises. We find strong evidence that this combined
set of attributes is associated with bank survivél.else held equal, a so-defined traditional lbauas
an estimated 13 percentage points more likely toige from 1997 through 2012, relative to a
nontraditional bank. Importantly, the survival adtage of the traditional banking model became much
stronger during the financial crisis when bank be¢asheets came under substantial stress.

Performing our analysis for US banks gives us acte®specially rich data on the financial
and strategic details of thousands of small bankgpeting in hundreds of different local marketsit B
banking technologies and competitive businessegie$ migrate easily across national borders, and
the regulatory practices of different countrieséndeen converging over time. Hence, what we learn
here about the survivability of relatively small Ufanks should also hold in large part for the
survivability of similarly sized banks in other guties.

The remainder of the paper is organized as followsection 2 we review the previous studies
that are most relevant for our analysis. In secBave describe our basic research methodology and
describe how we select our sample of US commuritikb. In section 4 we examine the strategic and
financial attributes of these banks, and explor&kwbf these attributes were most closely related t
banks’ surviving our 1997-2012 sample period.€cti®n 5 we draw our distinction between traditiona
and nontraditional banks, and perform simple sumghip tests in the spirit of Stigler (1958). ét8on
6 we extend our analysis to include more sophigtecanultivariate econometric models. Section 7

summarizes and concludes.

2 Banks with assets in excess of $10 billion evdhtigain access to high-volume, repetitive-use piaihn
processes—such as credit-scored lending, assetitegtion, and online payments services—that didesvn
their per unit costs dramatically. For banks #ratlarge enough to fully exploit these producfioocesses, the
traditional in-person relationship banking approecéimply not cost competitive.
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2. Literature Review

The central concept in this study is bank survittat is, whether a bank that is operating at
the beginning of some pre-determined time periagtiisoperating at the end of that time period. |
our analysis, the manner in which the non-surviviagks disappear is immaterial; we treat exit via
insolvency (financial failure) and exit via acqti@n (strategic failure) identically. We are irgsted
in what allows banks to survive: Non-surviving kamvill not be around to provide financial services
next year, regardless of how they passed awaysuruiving banks will.

This perspective is unique in the bank failureréitare, which focuses squarely on bank exit.
There is a large body of research on bank finarfaiire, driven by the needs of bank supervisors,
regulators, and lawmakers to understand whethehawdanking crises can spill over into the macro-
economy. There is also a large body of researchit we refer to here as bank strategic failure, i
which banks are targeted and taken over by othadtshaThe inference here is that the acquired bank
may have been financially healthy, but its busimasslel, geographic location, management team, or
other characteristics made the bank less valuabits @wn than as part of the bank that acquiredit
small handful of studies jointly examine both fina failure and strategic failure.

Our brief review of the bank exit literature is ma¢ant to be all inclusive. We want to illustrate
that the extant literature on bank exit is bifuechinto a financial failure subgroup and a stratégjlure
subgroup. And we want to identify the determinasftdank exit that overlap in these two sets of
studies, as these are likely to be the results msstctive for determining the causes of bankisat.

2.1. Exit by financial failure

The first bank failure studies documented the wafudS bank and thrift failures in late 1980s
and early 1990s. These studies were charactedgetbarly-warning’ models for preemptively
detecting potential financial distress, thus allog¥ank supervisors to attempt corrective actidrgs
set of studies includes, among many others, Thorfi€81), Whalen (1991), Cole and Gunther (1995),

Wheelock and Wilson (2000), DeYoung (2003b), Oghjrend Olin (2006) and Schaeck (2008). This

3 One such example is DeYoung (2003a).



body of research collectively identified a standset of variables useful for predicting bank finahc
distress and failure, including rapid loan growdlerreliance on loans backed by commercial real
estate, and heavy use of wholesale funding anchemé funding sources.

A second and more recent set of studies documdrael failures during the more recent
financial crisis. In particular, many of thesediés tested whether banks’ expansion into nontosudit
banking activities influenced bank failure probaigis. Cole and White (2012) found that so-called
‘toxic’ investments in mortgage-based securitieB@®! were not significant predictors of individual
bank failures in the US during the financial crigtsese authors showed that the primary drivers of
crisis-era bank failures were strikingly similartt@ primary drivers of bank failures during the3@9
and 1990s, namely, high concentrations of commlere# estate and construction loans. Antoniades
(2015) showed that increased investment in priladtet (typically riskier) MBS prior to the crisis
significantly increased the chances of bank faitlugng the crisis, but increased investment image
(typically safer) MBS had no similar effect. Afteontrolling for the traditional balance sheet dri/
used in previous studies, DeYoung and Torna (2018&led whether bank participation in less
traditional noninterest-bearing activities increshiee probability of failure. These authors fouhalt
income from fee-for-service activities (e.g., mag servicing, securities brokerage, insurances sale
and other activities that do not require banksdidl hisky assets) helped prevent financially distesl
banks from failing, while stakeholder activities\&stment banking, venture capital, proprietargitrg
or other activities that often do require bankbatd risky assets) helped banks avoid financidatets
but accelerated failure for banks that did becorsgebssed.

2.2. Exit by strategic failure

When a bank wishes to grow, it has two choicexaft expand internally which tends to be a
slow and gradual process, or it can expand via isitigmn which holds the promise of fast and
immediate results. Unlike internal expansion, liick a bank grows by scaling up its existing bussne
model (i.e., its mix of inputs, outputs, and man&dgractices), expansion via acquisition grafts a
outside business model onto an existing bank. vbadapost-acquisition frictions, it follows that an

acquisitive bank will take great care when evahgthe characteristics of its potential target lsank



Researchers have identified a number of desiraldlauadesirable target bank characteristics.
Wheelock and Wilson (2004) and Akhigbe, Madura Afid/ite (2004) found that the chances of a US
bank being acquired is higher if the target banklatively less profitable than the acquiring baiin
earlier study by Wheelock and Wilson (2000) foumat thanks with lower capital ratios are more likely
to be acquisition targets. These studies suggesistence of an efficient market for corporatetiol
in which well-run banks purchase poorly run bankd put the acquired resources to more productive
uses. Studies of European bank mergers have fomldr results. Beitel, Schiereck and Wahrenburg
(2004) and Pasiouras, Tanna and Zopounidis (20@yed that targets are less cost- or profit-efficie
than acquirers on average. Focarelli, Panetta ati¢dS(2002) found that targets in Italian bank
acquisitions have relatively poor credit managemand that bank M&As tend to result in improved
credit allocation and loan portfolio quality.

There are also some counter-results. Valkanovkdanneier (2007) examined large bank
deals in the US and Europe between 1997 and 2083;found little difference in the capital strength
of European banks engaged in M&A activity, and tfmynd that US target banks tended to be more
highly capitalized than their acquirers. In a gt distressed and non-distressed German bank
mergers, Koetter, et al. (2007) found relativelppfinancial performance at highly acquisitive bank
Hosono, Sakai and Tsuru (2006) studied bank mergedaipan, and found that cost- and profit-
inefficient banks were the banks most likely to a&ggin M&A activity.

2.3. Bank success during the financial crisis.

We are unaware of any academic or regulatory stutieg focus explicitly on bank survival—
that is, the complement of bank exit—nor any staitlat, in this context, explicitly model or quéynti
the traditional banking business model. Howeweo,recent studies looked at US banks that performed
especially well during the financial crisis, antkatpted to isolate the determining factors.

Brastow, et al. (2012) conducted in-depth intergemith nine small US banks in the Fifth
Federal Reserve District that maintained high stipery safety and soundness ratings from 2000
through 2011. The interviews revealed, among dtiags, a commitment to “conservative business
models” based on relationship banking, careful loaderwriting, and slow growth. In addition, the

authors compared these nine healthy banks to EifihtDistrict banks of similar sizes that lost ithe

6



high supervisory ratings during the financial ist he healthy banks were more reliant on coreslep
funding, had less concentrated (i.e., more divied)floan portfolios, and made fewer commercial rea
estate loans. Gilbert, Meyer and Fuchs (2013) asdthilar research method, but focused on a much
larger sample of 702 “thriving” US community bank&t maintained the very highest supervisory
rating every year from 2006 through 2011. They parad these thriving banks to 4,525 community
banks that operated from 2006 through 2011 witrelosupervisory ratings, and found results largely
consistent with the earlier study by Brastow, et(2012). On average, the thriving banks exhibited
slower asset growth, were more reliant on core siefionding, made fewer commercial real estate
loans, and maintained greater asset liquidity (lde@n-to-assets ratios). Based on follow-up teteye
interviews with 28 of the thriving banks, the authwere unable to find any overarching consistency

across the business strategies of these banks.

3. Methodology and Data

Our objective is to determine whether the tradaionommercial banking model remains
financially viable today and in the near futurandncial viability has two components: Generating
competitive return for bank equity investors acraléphases of the business cycle, and withstanding
external shocks that can occur during some phdshe business cycle. Our methodology is based on
the logical argument that a commercial firm mustgass both of these characteristics to continue to
exist as an independent entity across the busoyets We accept not failing and not being acqlsre
that is, surviving—as prima facie evidence of ficahviability.

Apart from this conceptual framework, which flowerh Stigler (1958), our study is a purely
empirical investigation. The simple approach thatuse here has three main virtues. First, it is a
theoretically sound but non-technical approachithmansparent and easily accessible to bankan, b
analysts, and bank policymakers. Second, the sisatglies on observable marketplace outcomes
rather than estimated relationships or extrapolatents. Third, to the best of our knowledge, this
approach has never before been applied to bankihgiry data, and hence it may yield new insights.

We apply our methodology to US commercial banksvbet 1997 and 2012. We proceed in

three steps. We begin by selecting a sample ob&rks in 1997 that were large enough, but not too
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large, to employ the traditional banking businessleh with a reasonable expectation of long-run
financial viability. The vast majority of US bankse some version of the traditional banking model,
but most of these banks are arguably too smalbfag-run viability in competitive banking markets.
Insufficient size can reduce a bank’s ability tovéte external shocks or earn a competitive return—
not because the traditional banking model is natig, but because the bank using it is too small to
capture all of the scale economies associatedthishmodel* Excessive size also reduces the long-
run viability of the traditional banking model, laese maintaining the person-to-person relationships
upon which the traditional banking model is pretidabecomes increasingly difficult with the
organizational complexity necessary in a large baB&sed on patterns of survival that we observe in
the data (see Figure 1), we restrict the size psample to banks between $500 million and $10ohill
in assets in 1997.

With this sample of banks in-hand, we then attetoptientify the set of bank characteristics
(e.g., business mix ratios, financial performarat®s, risk ratios) in place at the beginning af b@97-
2012 sample period that are most strongly preaiativbank survival through the entire sample period
As discussed above, we define survival in the &tigh sense of not exiting the market for any reaso
whatsoever during a given period of time: The bdicknot fail, it was not acquired by another bank,
it was not absorbed by an affiliated bank durirfglling company reorganization, etc. Using simple
difference-in-means tests, we compare the averalyes of each bank characteristic (say, the loans-
to-assets ratio) just prior to 1997 for banks thdtand did not survive until 2012. We examine 19
different bank characteristics (expressed as fi@hn@mtios), paying special attention to the
characteristics associated with the traditionakbanbusiness model.

Finally, we construct a traditional banking indexsbd on a subset of four characteristics central
to traditional commercial banking, and we test wabetanks with high values of this index are more
likely to survive than banks with low values ofglndex. The four key characteristics are: (1igh h

percentage of bank assets are relationship loana, ifigh percentage of bank assets are funded usin

4 A clear exception to this are small banks thatrafgein rural geographic markets where weak locatket
competition provides pricing power. Barring erfitym larger out-of-market banks, small rural baaks viable
despite their inefficiently small scale.



relationship deposits, (3) a high percentage okliarome comes from traditional banking activities,
and (4) a high reliance on a traditional branchrithistion system. We perform these tests using
univariate difference-in-difference tests, multiase cross sectional estimations, and multivapareel
estimations.

3.1. Data selection

We construct our dataset from three sources. Fibbhks that are organized as part of a
holding company structure, we collect balance shedtincome statement data from the FR Y-9C
database, which is collected and made public byFéderal Reserve. These data consolidate the
financial statements of all the commercial banlet tperate within a single bank or financial hotdin
company. For US banks that are not organized @®pa holding company, we collect balance sheet
and income statement data from the Reports of Giondind Income database, which is collected and
made public by these banks’ primary federal sugergi—either the Federal Reserve (Fed), the Office
of the Comptroller of the Currency (OCC), or thel&ml Deposit Insurance Corporation (FDIC). For
all banks and bank holding companies, we colleta da banks’ branch networks and the geographic
distribution of a bank’s depositors from the FDIGsmmary of Deposits database. (For the remainder
of this study, we will use the words “bank” and fking company” interchangeably to refer to the
firms in our data, regardless of their organizaldorm.)

At year-end 1997 there were 9,080mmercial banking companies (by our definition)
operating in the United StatesWe excluded a total of 2,162 of these banks fommdataset for the
following reasons: 591 of these banks had foreignership greater than 50%; an additional 927 banks
did not report complete balance sheet data; ariaddi 63 banks invested less than 10% of theetass
in loans to households and businesses; an addi®dnbanks used deposits to fund less than 2% of
their assets; an additional 398 banks were less3haars old; and an additional 156 were multikban
holding companies (MBHCs) that were themselvesididyges of other MBHCs. Thus, we begin our

analysis with 6,888 banks at year-end 1997.

51,577 of these banks were multi-bank holding cangsa(MBHCs), 4,488 were one-bank holding companies
(OBHCs), and 2,985 were independent or free-standamks (FSBs).
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Only 4,164 of these banks survived (by our defamifiuntil year-end 2012. The 2,784n-
survivors are distributed as follows: 1,899 were healthykisaacquired by other banks; 281 were
declared failures by their primary supervisors amie seized by the FDIC468 were transformed
from banks to branches in holding company reorgsiuias! 73 banks were voluntarily closed or
liquidated by their owners; and we determined Shaanks would have failed had they not received
Troubled Asset Relief Program (TARP) capital inj@es® Thus, the 4,164urvivorswere financially,
strategically or operationally strong enough to aemin the marketplace on their own from 1997
through 2012. These data are presented in Table 1.

From these 6,888 survivor and non-survivor banksfagus our tests on a final sample of 546
banks with between $500 million and $10 billioreskets at year-end 1997. These banks are especiall
suitable for our analysis. Previous research sstggbat banks with less than $500 million of asset
are substantially less likely to survive in compe#i markets, because they leave a substantiabport
of available (cost or revenue) scale economies ploggd (DeYoung 2013a). In other words, these
banks face a competitive disadvantage based ongizei regardless of their business model. There
are also reasons to believe that a bank can betmoriarge to effectively implement the traditional
banking model, which by definition requires bankgstablish in-person relationships with theiriteta
and small business borrowers and depositors. Whése relationships become more difficult to
initiate and maintain as a bank grows larger, tliero definitive size at which a bank becomes ‘too
large’ to be a successful traditional bank. Swaideast the 1980s, researchers and regulatorsisade
$1 billion as a convenient upper bound for defirtngommunity bank. We make two adjustments to
this number. First, to account for inflation, weuttle this crude threshold to $2 billion. Secatad,

account for technological change since the 198@duvther (and arbitrarily) expand this upper bound

8 The FDIC has a variety of resolution methods Far failed banks that it seizes. Of the 281 bahés failed
during 1997-2012, the FDIC arranged 183 acquisstioyn other banks along with financial assistanocenged

91 acquisitions by other banks without financiaistance, and liquidated the assets of 7 failettdan

7337 of these banks disappeared when OBHCs becartnefa MBHC, 105 FSBs disappeared when they becam
part of a MBHC, and 26 banks disappeared for atha&sons.

8 We tracked all 263 of the banks in our sample tbatived a TARP capital injection, beginning ie tfuartet

in which their received the equity injection. Hietprivate equity position of these banks (i.ealtequity capital
minus the amount injected by the government) beaaegative in any future quarter t+s, then we assutinat
the bank would have failed but for the governmesistance.
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to $10 billion? Because this ex ante selection process may irdlueur estimates, we employ standard
protocols for selection bias in our econometritstes

Figure 1 provides support for our selection decdisidhe US commercial banking industry
consolidated substantially over the course of 029712012 sample period, with the number of
separately chartered US commercial banks declibjngbout one-third. The figure shows how this
consolidation impacted the asset size distributibtdS banks. The number of banks with between
$500 million and $2 billion in assets increased2i$6, and the number of banks with between $2
billion and $10 billion in assets increased by 14%he number of banks in all of the remaining size
categories declined, in some cases substantiBiig.large reduction in the number of banks popudati
the smallest size classes is Stiglerian-type eweaif suboptimal scale: When industry deregulation
during the 1980s and 1990s exposed these smalshankcreased competition, many of these banks
became unprofitable and exited the induétri.he large reduction in the number of banks pdmga
the largest size classes is evidence of alreadg laainks combining with each other to achieve tka e
larger size necessary to fully exploit the new seantions-based banking model. The $500 million to
$10 billion size range appears to be a safe hamtm@tween these two extremes. Within this singea
we should be able to test more cleanly the vigbitit the traditional banking model, relatively
unaffected by the transitory issues of deregulatsuiboptimal bank size, and the pressure to either

acquire or be acquired.

4. Univariate survival analysis

Of the 546 banks in our final sample, 244 banksiged the entire 1997-2012 sample period
and 302 banks did not. In Tables 2 and 3 we u$erelnce-in-means tests to compare the survivor
banks and non-survivor banks across 19 differesiniess activity, financial performance, and finahci

risk ratios. (Detailed definitions and summarytistees for each of these ratios are provided in

® New communications technologies (e.g., cell phpoekne banking) have enhanced banks’ abilitiem&intain
person-to-person relationships at longer distandésw information and financial technologies (ctestioring,
loan securitization) have created a new banking ehad which very large banks can profitably abandon
relationship banking in favor of high volume, rape¢ transactions that sharply drive down per @oits.

10 state and federal regulations that for decadesshiadded small banks from out-of-market compatitieere
gradually removed during the 1980s and 1990s.
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Appendix Table Al.) Because the $10 billion upgeset size threshold is a somewhat arbitrary choice
we perform the difference-in-means tests for bank&ree different size groups: The full sample of
banks with $500 million to $10 billion in assetsetsmaller banks in the $500 million to $2 billion
subsample; and the larger banks in the $2 billiagbiO billion subsample. Because bank policymakers
are especially interested in the survival of bagkiompanies during turbulent economic times, we
repeat all of these difference-in-means testsworgub-periods: The relatively stable 1997-200&ti
period and the relatively stressful 2006-2012 faialcrisis period. To partially mitigate survivioias

in the 2006-2012 subsample tests, we draw a newlsamh 690 US commercial banks with assets
between $500 million and $10 billion at year-en@®&Y8 Thus, there are nine separate difference-in-
means tests in each of the 19 panels. In all set®of tests, we use two-year averages for thatact
performance, and risk ratios being tested, caledlatsing data from the two years just prior to the
beginning of the time period over which we are roeiag survival‘?

Before discussing the individual results of thesss, we note that the $2 billion to $10 billion
subsample (third row of each panel) yields reldyivew statistically significant differences betwee
survivor and non-survivor banks. One plausibld@&xation is that banks’ activities—and hence banks’
financial performances—grow more homogeneous aksbget larger, leaving less scope for marked
differences across surviving and non-surviving sankAnother plausible explanation is that the
relatively smaller number of observations in thibsample simply reduces statistical precisioraniy
case, we focus our analysis on the full sampleaakb (the first row) and the $500 million to $Jib
subsample of banks (the second row) in each panel.

4.1. Business activities

In Table 2 we compare the business activities ofigor and non-survivor banks. We begin

with banks’ loan portfolios. The data féotal Loangpanel 1) are consistent with a familiar story. By

approving rather than rejecting the marginal loapliaation, banks can increase their short-term

11 The year-end 2006 sample of 690 banks is drawrgubie same sampling techniques and thresholdstased
draw the year-end 1997 sample of 546 banks. THé 28Bmple contains more banks, chiefly becauseassai
growth between 1997 and 2006 that pushed banksstite $500 million lower bound.

2 Using data from two years reduces the impact akually high or low one-year values. For the 19972
and 1997-2006 test periods, we use year-end 199@emr-end 1997 data. For the 2006-2012 testghenie use
year-end 2005 and year-end 2006 data.
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earnings, but this aggressive lending strategyllysnareases credit risk exposure over the lorigan.
On average, non-surviving banks were more aggressiders, making $2.79 more loans per $100 of
assets than surviving banks.

The composition of banks’ loan portfolios also reegt Relationship lending is one of the
hallmark characteristics of the traditional bankinginess model. Of course, the financial dataalo
allow us to perfectly separate relationship loansfnon-relationship loans. We defiRelationship
Loans(panel 4) as the sum Blisiness Loanganel 2) antHousehold Loangpanel 3). Business loans
includes all commercial and industrial loans ttratr@ot secured by real estate; for the relativeigls
banks in this study, these consist almost entioélippans to small and privately held businesses for
which a close bank-borrower relationship is a givetousehold loans includes consumer loans (e.qg.,
credit card, auto, home equity) and residentialtgames; the fact that these loans are held on banks
balance sheets, as opposed to being sold intcsk@uritizations, is a strong indication that basdesk
to maintain or develop a relationship with theserdwers. Thus, th&elationship Loansariable is
likely associated with a bank’s ability to glearefus information from in-person relationships, aa=l
such be associated with positive loan portfolioigrenance. In contrasReal Estate Loansaptures
loans made to businesses secured by the valuedeflyimg real estate; this includes commercial real
estate loans, construction and development loand, @mmercial mortgage loans (panel 5).
Fluctuations in local real estate prices have gelmfluence on the performance of these loans) éve
an in-person relationship exists between the baramd the bank.

Heading into 2006, banks that ultimately survivied trisis period were holding $4.69 more
relationship loans (by our definition) per $100as&ets than banks that did not survive the chsis,
$4.54 fewer real estate-backed loans per $100seftsté This is consistent with the findings of Cole
and White (2012), who show that high concentratimh®al estate-backed commercial loans and real

estate-backed construction and development loarss pessitively associated with bank failure during

13 We note that the $4.6Relationship Loansesult is driven solely by thidousehold Loansatio (panel 3); the
Business Loansatio (panel 2) is by itself unrelated to surviirahny of the time periods in Table 2. This i no
surprising. For household lending, a small banka#ose between the traditional relationship-basedegy or
the nontraditional loan securitization strategyut Bor business lending, all small banks, regasdtifsstrategy,
have access only to small business loans, whictebrition require a relationship-based approach.
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both the financial crisis of 2007-2009 and the beailkire wave of the late 1980s and early 1990s. |
contrast, banks that survived the less stressRil-P®06 period held $2.Géwerrelationship loans per
$100 of assets—this stark difference reminds ubepoint made earlier, that the financial viapibf

a business model depends on its ability to witltsExternal shocks across all phases of the business
cycle.

Another hallmark characteristic of the traditiofenking model is the use of relationship
deposits to fund bank assets. This approach kdilices bank funding costs and reduces bank liguidit
risk, because depositors that have a relationsitiiptheir banks are more likely to maintain higlpdsit
balances even if they are paid a below-market esterate. We us€ore Depositsas a proxy for
relationship deposits (panel 6). The benefithsf tunding approach show up throughout the busines
cycle but especially during the crisis period. #iag into 1997, banks that survived until 2012 were
using $2.71 more core deposits per $100 of assatsrton-survivors; heading into 2006, banks that
survived until 2012 were using $6.02 more core digpger $100 of assets than banks that did not
survive the crisis.

By definition, a traditional bank will generateethion’s share of its income from traditional
banking activities. We measufigaditional Fee Incomes fees received by a bank for providing
transactions and safekeeping services to its depssind/or asset management and fiduciary services
to wealthy deposit or loan customers (panel 7)aditeg into 1997, banks that survived until 2012ever
earning $1.78 more traditional fees per $1,000sséts than non-survivors; heading into 2006, banks
that survived until 2012 were earning $2.35 moaelitronal fees per $1,000 of assets than banks that
did not survive the crisis. We find no systemdifterences across surviving and non-surviving lsank
for Total Traditional Income(panel 8, traditional fee revenue plus net interesbme) orTotal
Noninterest Incomgpanel 9, traditional fee revenue plus nontradaidee revenue from activities such
as investment banking, loan securitization, seesrtirokerage and insurance sales).

Bank branches can be a valuable part of the toaditibanking model. Brick-and-mortar
branches help attract new deposit customers, peavighysical location for servicing both loan and
deposit customers, and allow bankers to launchnaaidtain in-person relationships with all of their

customers. But it is possible for banks to overdch in search of these relationship benefits;iphys
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bank branches are costly overhead and should kedccidown if they do not generate an appropriate
return on invested capital. On balance, our dada&cate that a wider network of physical branches—
which we measure as the number of branches pedGbfOassets, dBranch Intensity—can enhance
the long-run stability of a banking enterprise.n8ting banks operated more branches per dollar of
assets than non-surviving banks throughout oureestimple period, as well as during both the pre-
and post-crisis subsample periods (panel 10).

4.2. Financial performance and risk

In Table 3 we compare the financial performances famancial risks of survivor and non-
survivor banks. Not surprisingly, highly profitaltbanking companies are more likely to survivéhe t
long run. Heading into 199Return on Assetwas 8 basis points higher for banks that surviwedil
2012 than for non-survivor banks (panel 11). Barhpps surprisingly, heading into 2006 there was no
difference in ROA for banks that did and did notvete the financial crisis. This is likely explad
by comparing thé&loninterest Expengatios for surviving and non-surviving banks asrtge business
cycle (panel 12, noninterest expenses-to-operatoane). During normal times, banks that spend too
much on overhead expenses will register lower agenand will be less likely to survive at the margi
Heading into the 1997-2006 sub-period, noninteesgtenses were consuming 1.40% less of the
operating income at surviving banks than at nontgung banks. But during times of financial stress
the benefits of noninterest spending—for examptpeaditures on branching networks that generate
and maintain stable funding, or expenditures om lsareening and monitoring that reduce loan
defaults—are revealed. Heading into the stres¥¥06-2012 sub-period, noninterest expenses were
consuming 2.28% more operating income at survibigugks than at non-survivors.

Banks must take on risks in order earn profitskisdhat are better at managing these risks are
more likely to survive in the long run. In our datapid growth (panel 13 sset Growth financial
leverage (panel 1&£quity Capita), ex ante credit risk (panel 1Bjsk-weighted Ass@iex post credit
risk (panel 16Nonperforming Loans and liquidity risk (panel 11)nused Loan Commitmenizanel
18, Liquid Assetsand panel 1%unding Gap are all more closely associated with non-sungJuanks
than with surviving banks. For all of these valégh we find at least some statistically significan

evidence that more conservative risk managementipea are associated with bank survival. For all
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but one of these variableBquity Capita), the economic magnitudes of these differencedaagest

heading into the 2006-2012 crisis period.

5. Identifying a traditional bank

Our goal is to test whether banks that use thativadl banking business model are more
likely, equally likely, or less likely to survivéhan banks of similar size that do not embrace the
traditional banking model. This requires us toiifg which banks are ‘traditional’ banks. We do s

by bringing together a subset of the charactesistiat we analyzed in Table 2:

1. Relationship lending. A traditional bank aims stedlish and maintain long-term relationships

with borrowers that last beyond the loan deal aulyeat hand. These relationships generate
soft information about the personal character aaditworthiness of individual household and
small business borrowers. Once these lendingiorkdtips are established, these customers
quite often purchase additional financial prodwasts services from the bank. As discussed
above, we use the ratio of commercial loans, coesuloans, and held-in-portfolio residential
mortgage loans to total bank assets as our praxgfationship lendingRelationship Loans

2. Relationship deposits. In the traditional bankmgdel, core deposits are the primary source

of funding. These are interest-inelastic depasigle by household and business customers,
which makes them the ideal liability for financitige illiquid relationship loans made by
traditional banks. The stability of these deposiisourages bank-depositor relationships that
are beneficial to the bank in at least two addélamays: These long-run relationships facilitate
the transfer of soft information to the bank, ameise long-run depositors are likely to purchase
multiple financial products from the bank. We tise ratio of transactions deposits plus small
time deposits to total bank assets as our proxyelationship depositsCpre Deposits

3. Traditional activities. Interest income is thaénpary source of revenue at a traditional

commercial bank, but it is supplemented by theifieeme that the bank earns by providing
noninterest financial services to its relationgb@mking customers. The two most traditional

sources of these noninterest revenues are feestsallby the bank in exchange for providing
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payments services for its transactions depositags,(minimum balance fees, overdraft fees)
and fees collected by the bank in exchange for giagahe assets of its wealthier business
and household clients (i.e., fiduciary servicadhile modern banking companies often engage
in the provision of a wide range of other finandatvices (e.g., investment banking, venture
capital, securities brokerage, insurance undemngjtithese services lay largely outside the
boundaries of the traditional banking model. Aspoxy for traditional activities, we use the
ratio of net interest income plus traditional faeame to total bank assef®ofal Traditional
Incoms.

Branch networks. Physical bank branches facilifa@eperson-to-person contact necessary for

true relationship banking and relationship deptaditng. While traditional banks augment
their branch delivery systems with online bankiagtomated bill pay, mobile banking and
other channels, the physical branches remain ddotthe model because this is where the
repeated personal interactions necessary to boddsastain long-lasting relationships most
often occur. We measure the intensity of branahking network as the number of bank

branches divided by total bank ass&safich Intensity.

We declare a bank to editional if it exceeds the median value of at least thifethe four

attributes listed above. If a bank exceeds theianedhlue of these four attributes at most onoen th

we declare it to baontraditional We declare banks that lay in-between these ttemes to be

strategically ambiguousApplying this method to the data heading in®1897-2012 time period, we

identify 193 traditional banks, 188 nontraditiortznks, and 165 strategically ambiguous banks.

Applying this method to the data heading into tB8&2012 time period, we identify 241 traditional

banks, 251 nontraditional banks, and 198 stratbgiambiguous banks.

The analysis in Table 4 is in the spirit of Stiggef1958) simple survivorship concept. We

discard the strategically ambiguous banks, andabsther traditional banks (by our definition) were

more or less likely than nontraditional banks tovee through our various sample periods. The data

in the first panel indicate that traditional bamksre 7.8 percentage points more likely to survieenf

1997 to 2012. This result is driven primarily gnlxs with less than $2 billion in assets, for witoh
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traditional banks were 9.7 percentage points nmikedylto survive. We find similar results durinigget
1997-2006 sub-period (second panel) but substhnsimbnger results for the more stressful 2006201
sub-period (third panel). Traditional banks weBe3lto 21.1 percentage points more likely to swgviv
the financial crisis period than nontraditional k&n

The analysis in Table 4 discards strategically auntiis banks, which account for about 30%
(165/546) of the banks in our sample. To avoid tbgs of information, we adopt a less discrete way
of defining traditional banks. Theraditional Indexis equal to the percentage of the four above
attributes for which each bank exceeds the sampliian. Thus, the index ranges from zero (a fully
nontraditional bank) to 100 (a fully traditionalrtdd. We can calculate this index for every bank in
every year of the data, which allows us to useiridex as a test variable in a variety of multivieaia

regression settings.

6. Multivariate survival analysis

We estimate binomial probit models of bank surviveing both cross sectional and annual
panel versions of our data set. In all of thesdei®) the continuouBraditional Indexis our main test
variable.
6.1. Cross section estimation

We begin with a straightforward cross sectionabjirmodel of bank survival:

Prob(Survive until 2012) = a + b*Traditional Indg%997)

+ c*Economic Conditions+ d*Z + g D)

wherei indexes banksSurviveis narrowly defined as not being acquired, reoig liquidated or
failing prior to 2012. Traditional Indexis the continuous traditional banking index meeaduat the
beginning of 1997 Z is a vector of bankfinancial ratios at the beginning of 1997 to cohfor bank-
level predictors of survival other than using alitianal banking business model. (As before, we
calculate the four elements used to constructTthditional Index as well as all of the elements in the

Z vector, using the averages of year-end 1996 amdgmd 1997 valuesBconomic Conditionsontrols
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for average annual 1997-2012 economic conditioglafive to the US average, in the state or states
from which banki collects its deposits. We specifyEconomic Conditionshree different ways in
alternative regressionsState GDHs the average annual (1997-2012) state-level Gil®Rive to the
entire US;State Unemploymerig the average annual state-level unemploymeit ralative to the
entire US; andbtate Credit Qualitys the average annual state-level nonperformiag latio relative

to the entire US. (Detailed definitions and sumyrsatistics for all variables used in the estimaibf

(1) are displayed in Appendix Table A2.)

When estimating (1), we use a first-stage Hecknetation model to control for potential bias
caused when we restrict our sample to include bahks with between $500 million and $10 billion
in assets. Over 90% of the banks in the populdt@n which we select our sample had less than $500
million of assets. Thus, being large enough (gmeed to being too large) to enter our sample is a
crucial consideration for selection. We use thinsguments in the selection equation: The poparat
in each bank’s geographic markBopulation; per capita GDP in each bank’s geographic mgket
Capita GDB; and the age of the bankdg. A priori, we expect selection is biased towhashks in
more heavily populated and/or economically vibrawatrkets; these markets not only tend to contain
more banks, but the banks in these markets are liketg to clear the minimum $500 million asset
threshold. But we have no a priori expectationfank age: While an older bank has had more time
to accumulate assets, a slower growing bank idiledg to exit the industry via acquisition or liaie.

The results of the first-stage Heckman equatiorde@ayed in Appendix Table A3. All three
of our excluded instruments carry statisticallyngfigant coefficients. As expected, the coefficgean
PopulationandPer Capita GDPare positive. The negative coefficient Age suggests that many of
the oldest US commercial banks in 1997 had manigeck long lives by remaining relatively small—
indeed, too small to be included in our samples i{lustrated in Figure 1, many of these small Isank
have exited the industry since 1997; operatingas®élow efficient scale, it is difficult for thebanks

to survive in the increasingly competitive postadgriation environment.)

141t banki operates in multiple states, then we calculateghted average value Btonomic Condition$or
that bank, using the percentage of beskleposits that come from each of those states.
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The cross-sectional estimations of equation (1eglayed in Table 5. In each specification,
we show the results both with and without the fitsige Heckman correction. The coefficient on the
Inverse Mills Ratiois statistically significant in two of the threpegifications, an indication that
selection bias exists and that our two-stage pureckas corrected at least partially for this bidke
positive sign on thénverse Mills Ratiocoefficient suggests that banks with a higher abilty of
being selected into our sample—that is, relatiyelynger banksAge in wealthier Per Capita GDR
and more heavily populate®d@pulation) places—are more likely to survive the 1997-20aghgle
period than the predominantly smaller banks thaewatuded from our sample.

The coefficients in Table 5 are expressed in tesfmsarginal probabilities. The main test
coefficients appear in the first roWr@ditional Indey. In columns [2] and [4], a one percentage point
increase ifTraditional Indexaround its mean of 39.6 (i.e., an increase frorh 8040.1) is associated
with a 29 and 28 basis point increase, respectivelthe probability of surviving the entire sample
period.

The specification in column [6], however, providesuperior statistical fit (as inferred from
the pseudo-R square statistics in columns [1jaf@] [5]). TheEconomic Conditionsariable, specified
here asState Credit Qualitybecomes statistically significant and carriegm@stble negative sign; that
is, a relatively high level of nonperforming lodndanki’s home state reduces its chance of survival.
In addition, both theHHI and Construction and Development Loawariables gain statistically
significant coefficients in column [6]. In thisrehger model, a one unit changeTiraditional Index
around its sample mean increases the probabilitguo¥ival by 49 basis points. The economic
significance of this result becomes clear when wpress it over a broader range that is more
representative of the banks in our data: If therage bank in our sample had changed its business
model from marginally nontraditional(aditional Index= 25, i.e., a bank with only one of the four
traditional banking attributes) to marginally trgainal (Traditional Index= 75, i.e., a bank with three

of the four traditional banking attributes), thés probability of surviving from the beginning toet

151t is not entirely surprising th&tate Credit Qualityprovides a better specification in this model egithat it
is based on the condition of state-wide assetsp@dorming loans) that directly impact bank balasbeets. In
contrast,State GDPand State Unemploymermnly impact bank balance sheets indirectly, mathhpugh loan
demand.
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end of our 1997-2012 sample period would have asad by 25 percentage points. Related analysis
is displayed in Appendix Figure 1A.

Seven of the fifteen control variables from equatid) are statistically significant in column
[6]. Credit risk makes bank survival less likelRisk-weighted Assetisoan ConcentrationandState
Credit Qualityall carry statistically negative coefficients. r@mlling for these credit risk factor, there
is some evidence that aggressive lending praatieed not reduce banks’ chances of survival, perhaps
because these practices also generate strong set@onstruction and Development Loaaad
Funding Gapboth carry statistically positive coefficients.aiiks with strong balance sheeRisk-
basedEquity Capita) and banks operating in urban markets with reddyilow levels of competition
(HHI) are also more likely to survive.
6.2. Panel estimation

The cross sectional estimations in Table 5 aredbasda) the conditions present at each bank
at the beginning of our 1997-2012 sample period,(bipthe average local economic conditions in each
state over the entire 1997-2012 sample period. tBetvalues ofTraditional Index Economic
Conditions and theZ-vector exhibit non-trivial variation during ourreple period, and our estimates

may improve if we exploit this variation in a paivelsion of our model:

Prob «(Survive throught) = a + b*Traditional Index

+ c*Economic Conditionsy + d*Ziw1 + © + € 2)

wheret indexes years and theare year fixed effects. We cluster standard srabthe bank level.

The results for the panel model are displayed inld&. For consistency, we shall focus on
the column [6] results. We continue to find a fesirelationship between traditional banking and
bank survival, but the economic magnitude of tesuit is now more modest. A one percentage point
increase inmraditional Indexaround its sample mean is associated with a 12 pagit increase in the
probability of a bank surviving an additional yefnom the end of yearl to the end of yedr If the
average bank in our sample had changed its busimestl from marginally nontraditional to

marginally traditional at the end of yeat, then its probability of surviving through the eoidyeart
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would have increased by 6 percentage points, an@rbbability of surviving across the entire 1997-
2012 sample period would have increased by 13 ptage points. Related analysis is displayed in
Appendix Figures 2A and 3A.

The results for the control variables are reasgnatsistent with those in the Table 5 cross-
section estimations. Credit risk continues to b&rang indicator of bank survivalRisk-weighted
AssetsLoan Concentrationand nowNonperforming Loanare statistically and negatively associated
with survival. As beforeRisk-based Equity Capité positively associated with bank survival. And
there is now a weak indication that high levelsNaminterest Expenseeduce banks’ chances of
survival. None of th&conomic Conditionsariables carry significant coefficients, likelyelto the
presence of the year fixed effects in these esomst Thelnverse Mills Ratios now statistically
positive in all three specifications.

It is natural to test whether the superior surviltgtof the traditional banking model is robust
to years during and immediately after the financidis. We define a dummy varialilgisis equal to
one in 2008 through 2012, and re-specify the rigitd side of the panel data model with the terms
Traditional Index*Crisisand Traditional Index*(1 — Crisis}® The results are displayed in Table 7.
Remarkably, the estimated survivability advantaighe traditional banking model actually increases
during the crisis years. Based on the full samgdailts in column [1], a one percentage point iasee
in Traditional Indexaround its sample mean is associated with a 1# lpmsnt increase in the
probability of a bank surviving during the criserjod years, versus a smaller 7 basis point subilitsa
advantage in the years prior to the crisis. Measardifferent way, if the average bank in our sampl
had changed its business model from marginallyradittonal to marginally traditional, then during
the crisis its probability of surviving would hawvereased by 7 percentage points versus 3.7 pagent
points before the crisis. A Wald test strongheot$ the null hypothesis thataditional Index*Crisis
= Traditional Index*(1-Crisis).

Comparing across the columns in Table 7, we firatlgédentical results in column [2] for the

smaller community banks with assets between $50@mio $2 billion. But for the larger community

16 Our results are strongly robust to defining tmaficial crisis dummy variable &sisis = 1 for 2008-2010.
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banks with assets between $2 and $10 billion, auiipéy the traditional banking business model regith
increased nor decreased the probability of suryveitiier before or during the crisis years. Thesalts
are largely consistent with the results of thel8tign survivor analysis in Table 4, and provideHar
evidence that the traditional banking model prosideability for community banks during unstable
times.
6.3. Additional Tests

We also perform some additional robustness testalme 8. In columns [1] through [4], we
re-estimate the panel data model for the full samplt we alter the specification in two ways. In
columns [1] and [2] we remove all control variablegh the exception oftate Credit Qualityand
InAssets In columns [1] and [3] we remove the year fixedkbcts. Our main finding is robust to these
re-specifications: Across all four columns, a amé-increase iMraditional Indexaround its sample
mean is associated with a 12 to 14 basis poineéass in survival from ye#&rl and yeat.

In columns [5] and [6], we re-estimate the pandhdaodel using the original specification
(year fixed effects, full set of control variablesiit for different asset-size subsamples of tiia.d@ur
main finding becomes stronger for the smaller baviks assets between $500 million and $2 billion—
for these banks, a one-unit increas@&iaditional Indexaround its sample mean is associated with a 19
basis point increase in survival from yédrand yeat—but this result disappears for the larger banks
with assets between $2 billion and $10 billion.isT$et of contrasting results again suggests tzd¢ s
diseconomies exist in the traditional banking mpdeld that they begin to kick-in for banks that are

relatively small (i.e., in the neighborhood of $Ridin of assets).

7. Conclusions

A multitude of papers and books have investigated rble of, and the consequences for,
commercial banks during the global financial criefs2007-2009 financial crisis. The implicit
underlying question in nearly all of these studse8Vhat went wrong?” In this study, we attempt to
gain new insights by turning this question arounstead asking “What went right?” We identify & se
of small US banks—so-called community banks—thavigad the financial crisis, and test whether

strict adherence to traditional banking practidayqd a role in their survival.
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The concept of survivorship was first introduced3tigler (1958) and we adapt it for our own
unique purposes here. We label a bank to be aveui¥ it did not fail, was not acquired by anothe
bank, and was not absorbed into a sister affilidthin its parent bank holding company, during our
1997 to 2012 sample period. In other words, wegeize that a bank can fail to survive not just for
financial reasons (e.g., it becomes insolventliguild), but also for strategic reasons (e.g.a$ l bad
business model and/or it executes its business Inpodely, and hence disappears in the market for
corporate control). We construct a continuous xniemeasure the degree to which these surviving
banks were using a traditional banking business eiddased on four characteristics typically
associated with traditional commercial banking:la®enship lending, core deposit funding, revenues
generated from traditional banking products andises, and intensive use of bank branches. We limi
our analysis to banks with assets between $50@®maind $10 billion—banks that are large enough to
capture the bulk of the scale economies availabillee traditional business model, but still too Bhea
fully exploit the production efficiencies availablea more modern transactions-type business model.

Our most basic survivor analysis, and the one mestiniscent of Stigler (1958), is a
straightforward difference-in-proportions test. Vganmply observe whether banks with highly
traditional business models in 1997 were more sg likely to survive (by our definition) until 2012
than banks with largely nontraditional business el®dh 1997. On average, the traditional banksewer
about 19% more likely to survive than the nontiiadil banks. Limiting our analysis to the shorter
but more stressful 2006-2012 time period, the tiaual bank survival advantage increases to about
23%. At the other methodological extreme, we useual panel data to estimate a binomial probit
model of bank survival from 1997 through 2012. @uodel includes year fixed effects, clustered
standard errors, a first-stage Heckman correctiod, numerous control variables for bank attributes,
local economic conditions, and local competitivadiions. On average, closer adherence to the
traditional banking business model (i.e., a bardt Hatisfies three of the four traditional banking
characteristics, relative to a bank that satisfiely one of the four characteristics) increasesigar
probability by an estimated 13 percentage poiAisd again, our estimates indicate that the tragiitio

bank survival advantage was even stronger duriagitiancial crisis.
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The population of community banks in the US hasiiesteep decline for two decades. While
this decline has likely not yet run its full courser results suggest that industry consolidatidhnet
result in the complete extinction of community bsinkUnder normal economic conditions, the
traditional banking business model is financialhdastrategically viable, so long as it is appliedat
bank of adequate scale and applied by effectiveagement. Moreover, under stressful economic
conditions, local banks that adhere to traditidozaiking practices are more stable than local brats
do not adhere to these practices.

An important caveat is in order. Our results imipigit the traditional banking business model
provides a viable strategic harbor for small (latttoo small) commercial banks to thrive in theufet
But our results are based on data from a pre-Bésgire-Dodd-Frank regulatory regime. Going
forward, the fixed costs of complying with increagistringent supervision and regulation may weigh
disproportionately on small banks, and erode thegbility advantages of the traditional community

banking model revealed in our estimates.
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Tablel
Distribution of banks in 1997-2012 dataset of Uswoeercial banks. All of the banks in dataset were
operating as of year-end 1997. “Surviving bank&tevstill in operation at year-end 2012. “Non-
surviving banks” were no longer in operation atryead 2012.

Distribution of Distribution of
surviving and non- non-surviving

surviving banks banks

US commercial banks at year-end 1997 9,050

Banks remaining in sample after applying datarSlte 6,888

Banks that survived through year-end 2012 4,164

Banks that did not survive through year-end 2012: 2,724
Healthy banks acquired in M&A 1,899
Failed banks seized by FDIC 281
Banks eliminated in holding company reorgatiore 468
Banks closed or liquidated voluntarily 73
Banks would have failed without TARP injection 3
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Table?2
Difference-in-means for the business model chamattes of survivor and non-survivor banks. 546 ttnmercial banks at the start of the 1997-201218998 -
2006 sample periods. 690 US commercial bankseadtdrt of the 2006-2012 sample period. ***, **dahindicate significance at the 1%, 5% and 10%lsv

1997-2012 1997-2006 2006-2012
. 244 302 Non- . 302 244 Non- . 550 140 Non- .
Sizerange Survivors survivors Diff. Survivors — survivors Diff. Survivors  survivors Diff.
1. Total Loans $500M-$10B 60.99 63.78 -2.79**1 61.75 63.51 -¥76 68.27 71.29 -3.02**
(% of Assets) $500M-$2B 61.11 63.80 -2.697* @. 63.73 -2.06** 68.59 72.04 -3.44**
$2B-$10B 60.52 63.70 -3.18 62.05 62.64 -0.6D 66.74 68.16 -1.42
2.Business Loans $500M-$10B 9.51 10.08 -0.57 9.63 10.07 -0.44 945 9.44 0.01
(% of Assets) $500M-$2B 9.16 10.19 -1.03¢ 9.41 10.13 -0.71 9.17 9.63 -0.46
$2B-$10B 10.97 9.61 1.36 10.51 9.83 0.69 10.79 8.64 2.15*
3. Household Loans $500M-$10B 33.87 35.38 -1.51 33.97 35.60 -1.63 226 21.56 4.68**
(% of Assets) $500M-$2B 33.87 34.77 -0.9( 33.77 35.11 -1.35 26.46 20.97 5.50%**
$2B-$10B 33.85 37.77 -3.92 34.82 37.56 -2.74 25.16 24.03 1.13
4. Relationship Loans $500M-$10B 43.38 45.45 -2.07* 43.60 45.67 -207t 35.69 31.00 4.69***
(% of Assets) $500M-$2B 43.03 44.96 -1.93* 8.1 45.24 -2.06* 35.64 30.60 5.04***
$2B-$10B 44.82 47.38 -2.56 45.33 47.39 -2.0p 35.96 32.68 3.28*
5. Real Estate Loans $500M-$10B 40.10 41.97 -1.88* 40.95 41.37 -0.4p 1.86 56.39 -4, 54%%%
(% of Assets) $500M-$2B 41.11 42.24 -1.13 4150 42.02 -0.52 52.52 57.01 -4, 49%+*
$2B-$10B 35.86 40.93 -5.07** 38.68 38.78 -0.09 8.6 53.79 -5.12*
6. Core Deposits $500M-$10B 72.74 70.03 2.71%* 72.46 39.74 2.72*1  63.56 57.54 6.02%**
(% of Assets) $500M-$2B 73.05 69.45 3.60*1* d2. 69.11 3.53%** 63.81 58.11 5.70%**
$2B-$10B 70.80 66.70 4.10** 70.14 66.48 3.66* 2.3 55.16 7.22%**
7. Traditional Fee Income $500M-$10B 10.18 8.40 1.78* 9.75 8.52 1.22 9.83 487. 2.35%**
(per $1,000 of Assets) $500M-$2H 10.57 7.87 o027 9.97 7.98 1.98* 9.91 7.17 2.73%**
$2B-$10B 8.56 10.53 -1.97 8.84 10.68 -1.84 9.46 58.7 0.72
8. Total Traditional Income $500M-$10B 49.09 48.18 0.91 49.13 47.91 1.2p 45.04 44.37 0.67
(per $1,000 of Assets) $500M-$2H 49.27 47.57 701. 49.32 47.09 2.23 45.08 44.78 0.30
$2B-$10B 48.36 50.61 -2.25 48.34 51.18 -2.84 44.83 42.68 2.15
9. Total Noninterest Income $500M-$10B 11.84 10.12 1.72 11.44 10.20 1.24 12.27 9.68 2.59
(per $1,000 of Assets) $500M-$2H 12.13 9.23 029 11.58 9.23 2.34* 12.41 9.41 3.00
$2B-$10B 10.65 13.64 -2.99* 10.90 14.08 -3.17 11.56 10.77 0.79
10.Number of Branches $500M-$10B 0.022 0.019 0.003** 0.022 0.019 0.863| 0.019 0.015 0.003***
(per $1,000 of Assets) $500M-$2H 0.023 0.020 .008*** 0.023 0.020 0.003*** 0.019 0.016 0.003***
$2B-$10B 0.020 0.017 0.003* 0.019 0.017 0.001 0.016 0.013 0.004**
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Table3
Difference-in-means for the financial performanaod ask of survivor and non-survivor banks. 546 ¢¢hmercial banks at the start of the 1997-201218%37-2006
sample periods. 690 US commercial banks at thiedftthe 2006-2012 sample period. ***, ** andridicate significance at the 1%, 5% and 10% levels.

1997-2012 1997-2006 2006-2012
. 244 302 Non- : 302 244 Non- . 550 140 Non- .
sizerange ) . Diff. X . Diff. X ; Diff.
Survivors  survivors Survivors — survivors Survivors — survivors
11.Return on Assets $500M-$10B 1.17 1.09 0.08** 1.17 1.07 0.10%*¢ 18. 1.16 0.02
$500M-$2B 1.17 1.08 0.10%** 1.17 1.06 0.11** 1.17 1.17 0.00
$2B-$10B 1.16 1.17 -0.01 1.18 1.15 0.03 1.23 1.12 110
12. Noninterest Expense $500M-$10B 60.75 60.78 -0.03 60.14 61.54 -1.40* 482 60.19 2.28*
(% of Operating Income) $500M-$28 61.08 61.01 0.07 60.41 61.83 -1.42* 63.15 60.88 2.27*
$2B-$10B 59.36 59.88 -0.52 59.04 60.38 -1.34 59.23 57.29 1.94
13. Asset Growth $500M-$10B 54.25 66.61 -12.35*%F 57.73 65.22 -7.50 36.04 59.12 -23.08***
(%, 1994-1997) $500M-$2B 54.39 64.67 -10.28** 56.13 64.95 -8.83* 35.28 59.59 -24.31%**
$2B-$10B 53.65 74.02 -20.37*F 64.28 66.26 -1.99 789. 57.17 -17.46*
14.Equity Capital $500M-$10B 15.30 13.39 1.91%** 15.17 13.09 2.08** 13.21 12.35 0.87
(% of Risk-weighted Assets) $500M-$28 15.61 3.3B 2,23+ 15.53 12.95 2.58%* 13.31 12.60 0.71
$2B-$10B 14.01 13.42 0.59 13.68 13.67 0.01 12.75 31 1.45**
15. Risk-weighted Assets $500M-$10B 62.64 65.70 -3.06**1 65.13 65.81 -288 | 73.42 77.59 -4, 17%**
(% of Assets) $500M-$2B 62.46 65.68 -3.22%* 62.87 65.93 -3.06*** 73.42 77.78 -4.36%**
$2B-$10B 63.37 65.77 -2.41 64.22 65.33 -1.11 73.38 76.80 -3.41*
16.Nonperforming Loans $500M-$10B 0.59 0.62 -0.03 0.60 0.63 -0.03 0.42 520. -0.09*
(% of Assets) $500M-$2B 0.60 0.61 -0.01 0.59 0.63 -0.04 0.44 0.54 -0.10*
$2B-$10B 0.55 0.67 -0.12* 0.62 0.62 0.00 0.34 0.44 -0.09*
17.Unused Loan Commitments $500M-$10B 0.13 0.14 -0.01 0.13 0.14 -0.013 0.17 .190 -0.03***
(% of Assets) $500M-$2B 0.12 0.13 -0.01%* D.1 0.13 -0.01** 0.16 0.19 -0.03***
$2B-$10B 0.18 0.16 0.02 0.17 0.17 0.01 0.20 0.21 .02-0
18.Liquid Assets $500M-$10B 25.59 25.29 0.29 25.05 25.88 -0.883 0e4. 20.84 3.23*
(% of Liabilities) $500M-$2B 25.86 25.51 0.35| 25.23 26.20 -0.97 24.06 20.41 3.66**
$2B-$10B 24.46 24.45 0.02 24.32 24.61 -0.29 2407 2.6% 1.42
19.Funding Gap $500M-$10B 72.83 78.42 -5.58** 73.91 78.41 -4.50*1  85.82 94.00 -8.19%**
(Loans as % of Deposits) $500M-$2B 72.66 008. -5.34*** 73.48 78.24 -4.76%+* 85.79 93.76 -71.97*
$2B-$10B 73.55 80.07 -6.52** 75.69 79.10 -3.41 85.9 95.02 -9.06**
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Table4

Difference-in-means tests. *** ** and * indicaségnificance at the 1%, 5% and 10% levels.

A “traditional bank” satisfies at least three oé tiollowing four criteria:
» Relationship Loans/Assets > median value for bamkisis size class
» Core deposits/Assets > median value for banksignsthe class
» Traditional Income/Assets > median value for bankis size class

* Branches/Assets > median value for banks in this diass

A “nontraditional bank” satisfies at most one ot ibove four criteria.

1997-2012
traditional nontraditional % traditio_nal % nontradit.ional difference traditional bank
sizerange banks banks banks survived banks survived survival advantage
$500 million to $10 billion 193 188 48.2% 40.4% 7.8%* 19.2%
$500 million to $2 billion 155 155 49.7% 40.0% 9.7%** 24.2%
$2 billion to $10 hillion 39 36 46.2% 41.7% 4.5% 10.8%
1997-2006
traditional nontraditional % traditional % nontraditional traditional bank
sizerange banks banks banks survived banks survived difference survival advantage
$500 million to $10 billion 193 188 57.5% 49.5% @0 16.3%
$500 million to $2 billion 155 155 59.4% 49.7% 9.7% 19.5%
$2 billion to $10 hillion 39 36 51.3% 52.8% -1.5% 2.8%
2006-2012
traditional nontraditional % traditional % nontraditional traditional bank
sizerange banks banks banks survived banks survived difference survival advantage
$500 million to $10 billion 241 251 88.8% 72.5% 3%Gr** 22.5%
$500 million to $2 billion 198 208 88.9% 72.6% 1%3* 22.4%
$2 billion to $10 billion 44 43 90.9% 69.8% 21.1%** 30.3%

Note: Because we apply our “three out of fouretidt’ test independently to each row of data, thealpers in the “traditional banks” and “nontraditn

banks” columns do not add up (e.g., ¥939 + 155).
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Table5

Cross-sectional probit model. Banks with assetwdzen $500 million and $10 billion in 1997:

Prob(Survive until 2012) = a + b*Traditional Indexer + C*ECON 19972012 + 0*Zi1907 + @

The even-numbered columns include a first-stagekidan selection procedure (see Appendix). The
cells display the estimated marginal probabilitiest, ** and * indicate significance at the 1%, 5%

and 10% levels.

[1]

(2]

(3]

[4]

[5]

[6]

Traditional index 0.0063*** 0.0029** 0.0067*** 0.0028** 0.0052** 0.0@9**
(0.0021) (0.0021) (0.0021) (0.0022 (0.0024) (0402
State GDP -0.0342 -0.0131
(0.0238) (0.0163)
State Unemployment -0.0354 -0.0162
(0.0271) (0.0169)
State Credit Quality -0.7538***  -0.7228***
(0.0677) (0.1755)
InAssets -0.0206 -0.0061 -0.0151 -0.0031 -0.0033 -0.0026
(0.0331) (0.0203) (0.0330) (0.0184 (0.0353) (0D34
Risk-weighted Assets -0.0107**  -0.0060*** | -0.0112** -0.0059*** | -0.0089** -0.0086***
(0.0024) (0.0033) (0.0025) (0.0034 (0.0031) (0803
Nonperforming Loans 0.0156 0.0147 0.0147 0.0137 0.0348 0.0348
(0.0306) (0.0170) (0.0303) (0.0159 (0.0336) (08)34
Loan Concentration -0.3750***  -0.2177** | -0.3804*** -0.2075*** | -0.5678** -0.5447***
(0.1289) (0.1329) (0.1292) (0.1309 (0.1615) (03)92
Commercial Real Estate Loans -0.0040 -0.0000 -0.0035 0.0003 -0.0036 -0.0032
(0.0034) (0.0022) (0.0034) (0.0020 (0.0043) (0304
Construction and Development Loans 0.0111 0.0063 0.0107 0.0059 0.0243***  0.0233***
(0.0083) (0.0057) (0.0084) (0.0054 (0.0094) (0010
Goodwill 0.0122 0.0601** 0.0100 0.0593** 0.0856* 0.0916
(0.0440) (0.0284) (0.0444) (0.0275 (0.0509) (0882
Risk-based Capital 0.0239** 0.0024 0.0239** 0.0017 0.0315*** 0.0285**
(0.0106) (0.0080) (0.0105) (0.0073 (0.0106) (010
Funding Gap 0.0001*** 0.0001*** 0.0001***  0.0001*** | 0.0001***  0.0001***
(0.0000) (0.0000) (0.0000) (0.0000 (0.0000) (0noo
Noninterest Expense 0.0023 -0.0020 0.0019 -0.0022 0.0074** 0.0065
(0.0026) (0.0016) (0.0026) (0.0015 (0.0032) (0m)03
Return on Assets 0.0934* 0.0310 0.0849 0.0250 0.0645 0.0590
(0.0534) (0.0377) (0.0522) (0.0342 (0.0690) (0166
HHI 0.3689 0.0844 0.3497 0.0619 1.0297** 0.9725*
(0.4607) (0.2864) (0.4679) (0.2724 (0.4366) (0448
Urban 0.0250 0.0008 0.0117 -0.0061 0.0634 0.0588
(0.1117) (0.0639) (0.1126) (0.0604 (0.1217) (0317
HHI*Urban -0.3035 -0.0487 -0.2901 -0.0240 -0.9042 -0.8478
(0.5534) (0.3289) (0.5612) (0.3139 (0.5633) (0350
Inverse Mills Ratio 0.3014*** 0.3111*** 0.0245
(0.1131) (0.1115) (0.1256)
Heckman correction no yes no yes no yes
N 541 541 541 541 531 531
pseudo R-sq 0.0674 0.0669 0.3294
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Table6

Panel probit model, 1997-2012. Banks with assetwdren $500 million and $10 billion:

Prob«(Survive through yeart) = a + b*Traditionaldiex.. + c*Economic Conditiong: +
d*Ziw1 + w + ey

Even-numbered columns include a first-stage Hecksglaction procedure (see Appendix). All
columns include year fixed effects. The cells @ighe estimated marginal probabilities. Standard
errors are clustered at the bank level. *** *dahindicate significance at the 1%, 5% and 10%lsv

[1] (2] [3] [4] [3] [6]
Traditional index 0.0006** 0.0012* | 0.0006***  0.0012** 0.0006** 0.002**
(0.0002) (0.0006) (0.0002) (0.0007 (0.0002) (000
State GDP -0.0008 -0.0005
(0.0016) (0.0037)
State Unemployment 0.0045 0.0113*
(0.0028) (0.0080)
State Credit Quality 0.0003 0.0007
(0.0036) (0.0083)
InAssets -0.0013 0.0019 -0.0017 (0.0013 -0.0004 0.0040
(0.0034) (0.0081) (0.0034) 0.0083) (0.0034) (0.9087
Risk-weighted Assets -0.0009***  -0.0024*** | -0.0009*** -0.0026*** | -0.0009** -0.0026***
(0.0003) (0.0013) (0.0003) (0.0013 (0.0003) (0401
Nonperforming Loans -0.0056***  -0.0120** | -0.0058*** -0.0130*** -0.0056* -0.0127*
(0.0022) (0.0060) (0.0022) (0.0063 (0.0023) (0m)06
Loan Concentration -0.0447**  -0.1471** | -0.0457*** -0.1576*** | -0.0458**  -0.1553***
(0.0169) (0.0844) (0.0170) (0.0880 (0.0172) (om87
Commercial Real Estate Loans 0.0002 0.0013 0.0001 0.0011 0.0003 0.0014
(0.0004) (0.0012) (0.0004) (0.0012 (0.0004) (0301
Construction and Development Loans 0.0006 0.0015 0.0006 0.0017 0.0006 0.0014
(0.0006) (0.0014) (0.0006) (0.0015 (0.0006) (0mo1
Goodwill -0.0045** -0.0040 -0.0044** -0.0036 -0.0044** -0.89
(0.0020) (0.0048) (0.0020) (0.0051 (0.0020) (005
Risk-based Capital 0.0062**  0.0116*** | 0.0062*+*  0.0120*** 0.0065*** 0.0125**
(0.0015) (0.0042) (0.0015) (0.0043 (0.0015) (0D04
Funding Gap 0.0000 0.0007 0.0001 0.0008 0.0000 0.0007
(0.0002) (0.0007) (0.0002) (0.0008 (0.0002) (0800
Noninterest Expense -0.0002 -0.0013* -0.0002 -0.0014% -0.0002 -0.0014*
(0.0003) (0.0010) (0.0003) (0.0011 (0.0003) (0po1
Return on Assets 0.0059** 0.0112* 0.0060** 0.0119* 0.0058** 0.0113
(0.0028) (0.0067) (0.0028) (0.0070 (0.0028) (omo7
HHI -0.0242 -0.1085 -0.0193 -0.1027 -0.0223 -0.1090
(0.0520) (0.1290) (0.0511) (0.1280 (0.0539) (0235
Urban -0.0058 -0.0163 -0.0050 -0.0151 -0.0064 -0.0187
(0.0137) (0.0308) (0.0136) (0.0313 (0.0140) (0m)32
HHI*Urban -0.0321 -0.0255 -0.0377 -0.0370 -0.0380 -0.0369
(0.0696) (0.1532) (0.0687) (0.1559 (0.0708) (0960
Inverse Mills Ratio 0.0235** 0.0241** 0.0242**
(0.0101) (0.0101) (0.0102)
Heckman correction no yes no yes no yes
Year fixed effects yes yes yes yes yes yes
Number of banks/clusters 544 544 544 544 533 533
Number of observations 5,206 5,206 5,236 5,236 45,09 5,094
pseudo R-sq 0.0774 0.0761 0.0774
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Table7
Panel probit model, 1997-2012. Banks in variosegsize subsamples:

Prob,«(Survive through yeart) = a + b*Traditional diex:., * Crisis; + b2* Traditional Index.
1*(1-Crisis)) + c*Economic Conditiong: + d*Ziw1 + et

Crisis = 1 for 2008-2012 and = 0 otherwise. All colunminglude a first-stage Heckman selection
procedure (see Appendix). The cells display thienesed marginal probabilities. Standard erroes ar
clustered at the bank level. *** ** and * indi@significance at the 1%, 5% and 10% levels.

(1] (2] (3]
$500M to $500M to $2B to
$10B $2B $10B
Traditional Index*Crisis 0.0014*** 0.0014*** 0.0008
0.0003 0.0003 0.0005
Traditional Index*(1-Crisis) 0.0007** 0.0009*** -0.0004
0.0003 0.0003 0.0006
State Credit Quality -0.0065** -0.0065** -0.0068
0.0028 0.0030 0.0081
InAssets 0.0094** 0.0114* 0.0055
0.0048 0.0069 0.0145
Risk-weighted Assets -0.0010** -0.0014** 0.0009
0.0005 0.0006 0.0009
Nonperforming Loans -0.0104*** -0.0079** -0.0192*
0.0038 0.0036 0.0115
Loan Concentration -0.0529** -0.0512* -0.0593
0.0249 0.0290 0.0587
Commercial Real Estate Loans 0.0011** 0.0012* 0.0021*
0.0005 0.0006 0.0011
Construction and Development Loans 0.0010 0.0011 -0.0008
0.0007 0.0008 0.0013
Goodwill -0.0056 -0.0040 -0.0196*
0.0053 0.0048 0.0108
Risk-based Capital 0.0047*** 0.0049%** 0.0042
0.0011 0.0012 0.0030
Funding Gap 0.0001 0.0003 -0.0006
0.0003 0.0003 0.0006
Noninterest Expense -0.0006 -0.0006 -0.0006
0.0004 0.0004 0.0011
Return on Assets 0.0030 0.0020 0.0122
0.0042 0.0040 0.0203
HHI -0.0228 0.0276 -0.1719
0.0650 0.0785 0.1120
Urban -0.0037 0.0005 -0.0018
0.0161 0.0190 0.0346
HHI*Urban -0.0671 -0.1039 0.0050
0.0901 0.1044 0.2086
Inverse Mills Ratio 0.0243* 0.0331** 0.0067
0.0101 0.0135 0.0125
Heckman correction yes yes yes
Year fixed effects no no no
Number of banks/clusters 533 428 105
Number of observations 5,094 4,095 956
pseudo R-sq 0.0587 0.0614 0.0922
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Table8

Panel probit model, 1997-2012. Various specifaraiand bank asset size subsamples:

Prob«(Survive through yeart) = a + b*Traditionaldiex.. + c*Economic Conditiong: +

d*Ziw1 + w + ey

All columns include a first-stage Heckman selectioocedure (see Appendix). The cells display the
estimated marginal probabilities. Standard eraoeclustered at the bank level. ***, ** and * indte
significance at the 1%, 5% and 10% levels.

[1]

2]

[3]

[4]

[5]

[6]

. $500M to $2B to
Bank Sizes $500M to $10B $2B $10B
Traditional index 0.0013***  0.0011***  0.0014*** 0.0012** 0.0019** -00002
(0.0008) (0.0005) (0.0007) (0.0007 (0.0009) (0400
State Credit Quality -0.0204**  -0.0194**  -0.0173*** 0.0007 -0.0036 0.62
(0.0059) (0.0073) (0.0079) (0.0083 (0.0122) (0®)10
InAssets 0.0067 -0.0035 0.0176*** 0.0040 -0.0036 -0.0107
(0.0071) (0.0064) (0.0109) (0.0087 (0.0164) (08)10
Risk-weighted Assets -0.0019***  -0.0026*** | -0.0051*** 0.0004
(0.0011) (0.0014) (0.0022) (0.0006)
Nonperforming Loans -0.0030 -0.0127** -0.0109 -0.0093*
(0.0039) (0.0065) (0.0070) (0.0075)
Loan Concentration -0.0836**  -0.1553*** | -0.2438*** -0.0577*
(0.0633) (0.0870) (0.1287) (0.0582)
Commercial Real Estate Loans 0.0018** 0.0014 0.0030* 0.0005
(0.0013) (0.0013) (0.0023) (0.0010)
Construction and Development Loar 0.0023** 0.0014 0.0018 -0.0004
(0.0015) (0.0015) (0.0022) (0.0010)
Goodwill -0.0045 -0.0035 0.0020 -0.0070**
(0.0038) (0.0052) (0.0097) (0.0042)
Risk-based Capital 0.0125**  0.0125*** 0.0178** 0.0033
(0.0047) (0.0044) (0.0059) (0.0030)
Funding Gap 0.0002 0.0007 0.0020** -0.0002
(0.0005) (0.0008) (0.0014) (0.0003)
Noninterest Expense -0.0004 -0.0014* -0.0023* -0.0009*
(0.0007) (0.0011) (0.0017) (0.0009)
Return on Assets 0.0071 0.0113 0.0163* 0.0016
(0.0054) (0.0070) (0.0092) (0.0081)
HHI -0.0711 -0.1090 0.0386 -0.1065*
(0.1163) (0.1352) (0.2626) (0.1059)
Urban -0.0180 -0.0187 -0.0032 -0.0054
(0.0279) (0.0325) (0.0560) (0.0237)
HHI*Urban -0.0473 -0.0369 -0.2081 -0.0001
(0.1343) (0.1609) (0.3055) (0.1206)
Inverse Mills Ratio 0.0266***  0.0268*** 0.0206 0.0242** 0.0329** 0.0069
(0.0095) (0.0092) (0.0109) (0.0102 (0.0135) (0012
Heckman correction yes yes yes yes yes yes
Year fixed effects no yes no yes yes yes
Number of banks/clusters 533 533 533 533 428 105
Number of observations 5,094 5,094 5,094 5,094 5,09 956
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Figurel

Percent changein the asset size distribution of US commercial banking companies
from 1997 to 2012. Thesize categories are measured in millions (M) or billions (B) of

assetsin 2006 dollars.
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Definitions and summary statistics for all variabie Tables 2 and 3. 546 observations of banikeatend 1996.

Appendix Table Al

Name Definition Mean Std. Dev. Min M ax
Business Loan Commercial and industrial loans (not secured byestate), as a percentage of total assets. 9.8 7.7 0.0 49.6
Household Loan Consumer loans, 1-4 family mortgage loans, and hequity loans, as a percentage of total 34.7 16.7 0.0 99.6
assets.
Relationship oans Business LoanplusHousehold Loans. 44.5 14.2 7.1 99.6
Real Estate Loar Commercial real estate loans, construction andldpu@ent loans, and nonfarm nonresidential  11.9 7.7 0.0 63.0
mortgages, as a percentage of total assets.
Total Loans Total loans divided by total assets. 62.5 13.0 14.0 99.6
Core Deposits Transactions deposits and small time deposits pescentage of total assets. 71.2 10.0 44.9 88.5
Noninterest Incorr Total noninterest income as a percentage of $100@8sets. 10.9 16.0 0.2 262.8
Traditional Fee Income Noninteresincomeminus income from nontraditional financial sergde.g., investment 9.2 14.2 0.1 252.5
banking, securities brokerage, loan securitizaéiod servicing, venture capital, insurance
underwriting and sales, mutual fund sales), aseeptage of $1,000 of assets.
Traditional Income Traditional Fee Inconmdus net interest income (interest revenue mintesést expense minus  48.6 20.0 18.1 266.8
provisions for loan losses), as a percentage @0RLof assets.
Branche Number ofbranches per $1,000 of assets. 0.02 0.01 0.0 0.07
Return on Asse Net income as percentage of total assets. 1.1 0.4 -0.5 2.4
Noninterest Expen Noninterest expense as a percentage of operatingim¢interest income plus noninterest 60.8 10.2 36.7 99.8
income minus interest expense minus provisionsofam losses).
%Asset Growth, Previous 3 Years Percentage growth in total assets between 1994 @@idl 61.0 62.3 -14.2 254.6
Tier 1 Risk-based Capital Ratio Tier 1 equity capital as a percentage of risk-wiidgtassets. 14.2 5.9 8.0 54.0
Risk-weighted Assets Risk-weighted assets as percentage of total assets. 64.3 12.8 25.6 171.3
Nonperforming Loar Loans 90 days past due plus nonaccrual loansparcantage of total assets. 0.6 0.8 0.0 115
Funding Ga| Total loans as a percentage of total deposits. 75.8 16.9 25.2 114.4
Unused Loan Commitments and Lines Unused loan commitments as a percentage of tatatas 0.1 0.1 0.0 0.4
Liquid Assett Cash, interest-bearing cash, and securities, ascaftage of total liabilities. 25.4 12.4 3.2 71.8

37



Definitions and summary statistics for all variabiesed in the estimates in Table 5. 541 obsensbbbanks at year-end 1996.

Appendix Table A2

Name Definition Mean Std. Dev.  Min M ax

Survive Equals one if bank survived from 1997 through 2012. 0.45 0.5 0.0 1.0

Traditional Index An index running from 0 (a fully nontraditional dgrto 100 (a fully traditional bank). 39.6 12.1 0.0 100.0
Additional details available in the text.

State GDP State-level average annual GDP growth rate for 2882, minus US average annual GDP -0.2 1.0 -3.0 3.6
growth rate for 1997-2012, expressed as a percehtag

State Unemployment State-level average annual unemployment rate v-2®12, minus US average annual -0.1 0.9 -4.8 2.4
unemployment rate for 1997-2012, expressed ascepge.

State Credit Quality State-level average annual nonperforming loan fatid997-2012, minus US average annual -0.7 0.5 -2.7 1.2
nonperforming loan ratio 1997-2012, expressedgereentagé:?

InAssets Total assets, in millions of 2006 dollars, expresse natural log. 6.8 0.7 6.0 9.0

Risk-weighted Assets Risk-weighted assets as percentage of total assets. 64.3 12.9 25.6 171.3

Nonperforming Loans Loans 90 days past due plus nonaccrual loans,resrgage of total assets. 0.6 0.7 0.0 115

Loan Concentration Herfindahl index of loan portfolio shares (realatstioans, commercial and industrial loans, 0.6 0.2 0.3 1.0
agricultural loans, loans to depository institusploans to individuals, loans to foreigners).

Commercial Real Estate Loans Nonfarm nonresidential mortgage loans as percernthtal assets. 11.9 7.7 0.0 63.0

Construction Loans Constructions and development loans as percenfagtabassets 3.0 3.0 0.0 23.0

Goodwill Goodwill, as percentage of total assets. 0.3 0.5 0.0 3.4

Risk-based Capital Tier 1 equity capital as a percentage of risk-wiidtassets. 9.0 2.7 5.1 33.1

Funding Gap Total loans as a percentage of total deposits. 75.8 16.9 25.2 114.4

Noninterest Expense Noninterest expense as a percentage of operatiognim (interest income plus noninterest 60.7 11.2 16.4 133.9
income minus interest expense minus provisiontofam losses).

Return on Assets Net income as a percentage of total assets 1.1 0.6 5.7 5.2

HHI County deposit share Herfindahl index. 0.2 0.1 0.0 0.7

Urban Equals 1 if the bank is headquartered in a MetiitgroBtatistical Area (MSA) 0.8 0.4 0.0 1.0

1 When a bank operates in more than one state, msfrogt a multistate average, using the proportidrise bank’s deposits in each state as weights.
2We calculate the state-level average nonperforigiag ratios using data only from banks that géeadt 75% of their deposits from within the state.

3 When a bank operates in more than one countyowstizict a multicounty average, using the propostiof the bank’s deposits in each county as weights
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Appendix Table A3

First-stage Heckman estimations. Probit estimdtiothe probability of selection into the secotabe

sample. *** ** and * indicate significance at tli86, 5% and 10% levels.

Cross-section Panel
Risk-based Capital -0.01013*** -0.00315***
(0.00124) (0.00092)
Funding Gap 0.00037 0.00128***
(0.00024) (0.00019)
Risk-weighted Assets -0.00029 -0.00093**
(0.00039) (0.00036)
Return on Assets -0.01416 -0.00454*
(0.01026) (0.00273)
Loan Concentration -0.04369** -0.08341***
(0.02087) (0.01780)
Commercial Real Estate Loans 0.002071*** 0.00085***
(0.00043) (0.00031)
Noninterest Expense -0.00295*** -0.00150***
(0.00037) (0.00022)
Goodwill 0.04420*** 0.01767***
(0.00589) (0.00186)
In(Population) 0.00697** 0.00985***
(0.00350) (0.00317)
In(Per Capita GDP) 0.18107*** 0.12663***
(0.02412) (0.02030)
Age -0.00022*** -0.00039***
(0.00008) (0.00008)
N 6,861 79,641
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Appendix Figure Al

Probablity of survival from 1997 to 2012 depending on value of
Traditional Index. Plotted line is based on model estimated in Table 5,
column 6, evaluated at the means of the cross sectional data.
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Appendix Figure A2

Probablity of survival from yedar1 to yeart, conditional on value of

Traditional Index Plotted line is based on model estimated in Table 6, column

100%
90%

6, evaluated at the means of the 1997-2012 panel data.
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Appendix Figure A3
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Index Plotted line is based on model estimated in Table 6, column 6, evaluated
at the means of the 1997-2012 panel data.
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